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ABSTRACT

NEUTRON SCATTERING CROSS SECTION AND ANALYZING
POWER MEASUREMENTS FOR 208Pb FROM 6 TO 10 MeV
AND OPTICAL MODEL ANALYSES

by
Mark L. Roberts

Differential cross sections and analyzing powers have been obtained for the
scattering of neutrons from the ground and first excited states of 298Pb. These new
measurements include differential cross sections for elastic and inelastic neutron
scattering at 8.0 MeV, and analyzing powers for elastic and inelastic neutron scattering at
6.0, 7.0, 8.0, 9.0, and 10.0 MeV. These data complement earlier work performed at
Triangle Universities Nuclear Laboratory (TUNL) for elastic scattering of neutrons from
208pb at 10.0, 14.0, and 17.0 MeV. All data were obtained using the TUNL pulsed
beam facility and time-of-flight spectrometer. The data have been corrected for the effects
of finite geometry, flux attenuation, and multiple scattering. The present elastic scattering
data have been combined with the previously measured TUNL data and data measured
elsewhere in order to obtain a detailed and high accuracy data set for neutron elastic
scattering from 208Pb over the 4.0 to 40.0 MeV energy range. This comprehensive data
set has been described using the spherical optical model in which constant geometry fits,
energy-dependent geometry fits, and fits incorporating the dispersion relation were
performed. Although the overall description of the elastic n+208Pb scattering data was
reasonably good using the various optical potentials, small systematic discrepancies
remained at the backward angles of both the cross section and analyzing power data, and
no optical model solution based on conventional Woods-Saxon form factors was found
which could describe all of the details seen in the scattering data. To relax the constraint
of having a Woods-Saxon form factor, the real central part of the optical model potential
was modified using a Fourier-Bessel expansion of the real central potential. Individual
fits at 6.0, 7.0, 8.0, 9.0, and 10.0 MeV, and fits to the combined 6.0 to 10.0 MeV data
set were obtained using a Fourier-Bessel expansion of the real central potential and

compared to fits using a conventional Woods-Saxon form factor.
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CHAPTER 1
INTRODUCTION

The nuclear optical model potential has long been a fundamental tool in nuclear
physics for analyses of nucleon-nucleus elastic scattering data. Although the optical
model contains a large number of adjustable parameters, experience has shown that
elastic nucleon scattering data over a wide range of target nuclei and incident nucleon
energies can be described in terms of global optical model potentials in which the various
optical model parameters show a smooth and sensible variation with energy and with the
neutron and proton number of the target nucleus.

While nucleon scattering from many nuclei has been studied, there has recently been
a great deal of interest in determining the precise energy dependence and geometry of the
n+208Pb optical potential (Johnson 1987, Mahaux 1987, and Annand 1985). For a
single-nucleus study, the interaction of neutrons with 208Pb has several theoretically and
experimentally attractive features. First, because 208Pb is "doubly-magic" in the
formalism of the shell model (i.e., both proton and neutron shells are closed), it is
expected that the ground state of the 208Pb nucleus is nearly spherical. This property
suggests that nucleon elastic-scattering data from 208Pb are ideally suited for analyses
using the spherical optical model. Second, since the neutron-nucleus interaction is not
complicated by the effects of the long range Coulomb force, as is the proton-nucleus
interaction, neutron scattering from 208Pb gives direct information about the strong
interaction. Third, there is a relatively large energy separation between the ground and
first excited states of 208Pb. This large energy separation (2.614 MeV) is important for
neutron time-of-flight experiments where energy resolution can be a limiting factor.

In the recent parametrizations of the n+208Pb optical model potential, however,
gross features have been established mainly from analyses of differential and total cross
section data. While high accuracy differential cross section measurements place severe
constraints on the various optical model parameters, certain ambiguities can only be
resolved by detailed measurements of analyzing powers. Therefore, in order to better
determine the details of the n+208Pb optical model potential, analyzing powers and one
complementary differential cross section have been obtained for the scattering of neutrons

from the ground and first excited states of 208Pb. These new measurements include the
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differential cross section for elastic and inelastic neutron scattering at 8.0 MeV, and
analyzing powers for elastic and inelastic neutron scattering at 6.0, 7.0, 8.0, 9.0, and
10.0 MeV. All data were obtained using the Triangle Universities Nuclear Laboratory
(TUNL) pulsed beam facility and time-of-flight spectrometer. These data complement
earlier work performed at TUNL by Floyd (Floyd 1981) for elastic scattering of neutrons
from 208Pb at 10.0, 14.0, and 17.0 MeV. The data have been corrected for the effects of
finite geometry, flux attenuation, and multiple scattering. At 6.0 and 7.0 MeV the elastic
scattering analyzing power data were also adjusted for compound nucleus contributions
using the observed cross sections and calculated compound nucleus cross sections
reported by Annand ez al. (Annand 1985). Although the inelastic scattering data will not
be used in the present analyses, cross sections and analyzing powers for inelastic neutron
scattering from the first excited state of 208Pb (J®=3-, Q=-2.614 MeV) are reported since
the data would be appropriate for future descriptions of n+208Pb scattering in the
coupled-channels formalism.

The present n+208Pb elastic scattering data have been combined with the 208Pb
differential cross section and analyzing power data previously measured at TUNL (Floyd
1981), 208pb differential cross section data from Ohio (Annand 1985, Finlay 1984, and
Rapaport 1978) and Michigan State University (DeVito 1979), and P2Pb (52% 208Pb)
total cross section data (Larson 1980) to obtain a detailed and high accuracy data set for
neutron elastic scattering from Pb from 4.0 to 40.0 MeV. This comprehensive n+Pb data
set, hereafter referred to as the n+208Pb data set, has been described using the spherical
optical model in which constant geometry fits, energy-dependent geometry fits, and fits
incorporating the dispersion relation were performed. The dispersion relation, which
connects the real and imaginary parts of the optical potential, allows extrapolation of the
scattering potential to negative energies so that energy dependences can be further tested
by comparing predicted single-particle bound state energies to values extracted from
measurements. Comparisons of the newly derived optical model parametrizations were
also made to those of existing n+208Pb optical models.

Although the overall description of the elastic n+208Pb scattering data was
reasonably good using the various optical potentials, small systematic discrepancies
remained at the backward angles for both the cross section and analyzing power, and no
optical model solution based on conventional Woods-Saxon form factors was found
which could describe all of the details seen in the scattering data. To relax the constraint
of having a Woods-Saxon form factor, the real central part of the optical model potential
was modified using a Fourier-Bessel expansion of the real central potential. Individual
fits at 6.0, 7.0, 8.0, 9.0, and 10.0 MeV and fits to the combined 6.0 to 10.0 MeV data

2



set were obtained using a Fourier-Bessel expansion of the real central potential and
compared to fits using a conventional Woods-Saxon form factor.

In addition to the 208Pb data obtained, differential cross sections at 11.01 and 13.76
MeV were measured for the scattering of neutrons to the ground and first excited state of
12C, These 12C data were obtained to provide a confirmation of the 11.05 and 13.75
MeV calibration data obtained at Physikalisch-Technische Bundesanstalt (PTB),
Braunschweig, Federal Republic of Germany. These PTB results are in disagreement
with the ENDF/B-V (Evaluated Nuclear Data File, Library B, Version V, National
Neutron Cross Section Center, Brookhaven National Laboratory, USA) 12C cross
section evaluation and call into question earlier data obtained at TUNL and Bruyeres-le-
Chatel.



CHAPTER II
EXPERIMENTAL TECHNIQUES

A. Introduction

Cross sections 6(0) and analyzing powers Ay(B) were measured using the neutron
time-of-flight facilities at Triangle Universities Nuclear Laboratory. With the exception
of the ion source used, both types of measurements utilized similar or identical equipment
and followed somewhat similar procedures. Since most of the time-of-flight equipment
and procedures have been extensively documented in dissertations and publications
(Beyerle 1981, El-Kadi 1981 and 1982, Floyd 1981 and 1983, Guss 1982, Hogue 1977,
Howell 1984, and Lisowski 1973 and 1975), this work will only give descriptions for
techniques that are new or important to the presentation.

A floor plan of the laboratory is shown in Figure 2.1. Ion sources are shown in the
_ upper left-hand corner of the figure, the accelerator in the upper center of the figure, and
the neutron time-of-flight room in the lower right-hand corner of the figure.

B. Cross-section measurements
1. Neutron beam production

For the 6(0) measurements a direct extraction negative ion source was used to
produce a 50 keV dc deuteron beam. The deuteron beam was chopped and bunched to
obtain a pulsed beam. The chopping and bunching systems will be described in Chapter
III. The pulsed deuteron beam was accelerated by a model FN tandem Van de Graaff
accelerator. To provide energy determination after acceleration, the deuteron beam was
deflected through 38° using an analyzing magnet. Once inside the neutron time-of-flight
target room, the pulsed deuteron beam passed through a capacitive pickoff unit (described
by Howell (Howell 1984)) and entered a gas cell containing deuterium. The resulting
2H(d,n)3He reaction (Q-value = +3.269 MeV) produced a high intensity cone of nearly
monoenergetic neutrons centered around 0°. The 2H(d,n)3He reaction was used as a
source of neutrons because the neutrons emitted at 0° are the most energetic neutrons
produced in this reaction, the neutron cross section is high at 0°, and both the neutron
energy and cross section decrease rapidly with increasing angle.

For the present 6(8) measurements, the beam of pulsed deuterons typically had a
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time-averaged intensity of 2 pA. The repetition rate of beam pulses was 2 MHz, and the
pulses had a full-width-at-half-maximum (FWHM) of less than 2 ns. Deuterium gas
pressures and the beam energy loss in the Havar entrance foil and gas cell for 6(8)
measurements are listed in Table 2.1.

Table 2.1

Deuterium gas cell pressures and beam energy
loss calculations for 6(8) measurements

All energies are in MeV

Deuterium  Deuteron Thickness  Energy Energy

Neutron  Gas Energyat of Havar  Lossin Loss in

Sample Energy Pressure Cell Center Foil Havar Foil Gas Cell
12C 11.050 2.0 atm 7.921 2.54 um 0.120 0.118
13.810 20atm 10.828 254 um 0.096 0.091

208pp 8.000 2.0 atm 4.751 6.35 um 0.410 0.180

(¥

Scattering samples

The scattering samples used in the ¢(8) measurements were right circular cylinders
suspended by a thin steel wire above the pivot point of the neutron detectors. The
scattering samples were located at a reaction angle of 0° for neutrons produced via the
2H(d,n)3He reaction, with the axes of symmetry of the samples perpendicular to the
horizontal scattering plane. The distance from the center of the gas cell to the center of
the sample was 12.4 cm. Table 2.2 describes the samples used.

Table 2.2

Scattering Sample Parameters

Sarnple Mass Diameter Height  Isotopic Purity
12C 1253 ¢ 190cm  254cm 989 %
208pp 116.33 g 200cm  325cm  99.7 %
Polyethylene? 337 ¢ 1.44 cm 2.28 cm
12c8) 2091¢g 095cm  238cm  99.0 %

2) Used for normalizing data to published n-p cross sections.

3. Neutron detectors

For ¢(0) measurements, the time-of-flight spectrometer facility consisted of two
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main detectors, a neutron flux monitor, and a pulse timing monitor. The arrangement of
the two main detectors relative to the scattering sample is shown in Figure 2.2. All of the
detectors were liquid organic scintillators coupled to photomultiplier tubes. The right
neutron detector and flux monitor contained NE-218 scintillator fluid, while the left
neutron detector and timing monitor contained NE-213 scintillator fluid. Both types of
scintillator and associated photomultiplier tubes allowed good pulse-shape discrimination
between neutron and y-ray events.

The main right and left detectors were heavily shielded and mounted on movable
carts that could be positioned over an angular range of 0° to 162°. At each angle where a
measurement was made, tungsten shadow bars were positioned so that the detector, the
front edge of the detector collimator, and much of the detector casing were shielded from
the direct flux of source reaction neutrons. The detectors were cylindrical in shape with
the detector on the right (i.e., for a neutron scattered to the right side of the incident beam
axis) having a diameter of 8.8 cm and the left detector having a diameter of 12.7 cm.
Both detectors were 5.08 cm thick. The right and left detectors had adjustable flight
paths, where the flight path is defined to be the distance between the center of the sample
and the center of the scintillator. The range of flight paths possible for the right detector
was 2.77 to 3.76 m, while the range for the left detector was 3.76 to 5.70 m. For 12C
o(0) measurements, maximum flight paths of 3.76 and 5.70 m were used for both the
right and left detectors. For 208Pb o(8) measurements, flight paths of 2.92 and 3.89 m
were used for the right and left detectors, respectively.

A neutron flux monitor was suspended from the ceiling of the target room and used
to monitor the neutron flux from the source reaction. This flux monitor was housed in a
copper shield with the cylindrical axis of the detector pointing at the gas cell at an angle of
about 50° from the horizontal. The flight path of the flux monitor was about two meters.

The pulse timing monitor, used to monitor the time distribution of neutrons emerging
from the gas cell, was located near 0° at a flight path of about four meters. Because the
pulse timing monitor was exposed to the direct flux of neutrons produced in the gas cell,
count rates in this detector were large and good counting statistics could be obtained in
about 60 s. The beam pulsing system was adjusted so that the neutron source reaction
peak in the time-of-flight spectrum of the timing monitor had the narrowest time width
possible.

4. Detector electronics
Electronic modules were used to measure the time-of-flight of an incident particle, to

determine that the energy deposited in the detector due to an event was greater than a
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specific energy bias, and to determine that the event in the detector was caused by a
neutron and not by a y-ray. For ¢(8) measurements, the four anode signals and the
signal from the capacitive pickoff unit were brought from the target area into the control
room on 50 € low loss cable. Once in the control room, the anode signal from each
detector was sent to a different set of identical electronics. A block diagram of the
electronics used in 6(0) experiments is shown in Figure 2.3.

The liquid organic scintillators used for neutron detection at TUNL are of the proton
recoil type. In a proton recoil type detector, the incoming neutron transfers some of its
energy to a nucleus (usually a proton) in the scintillator via a nuclear interaction. This
recoiling nucleus has an energy proportional to the incident neutron energy, with a
maximum recoil energy equal to the incident neutron energy. The recoiling nucleus
deposits its energy into the scintillator through ionization or excitation, and photons are
emitted when the free electrons and cations recombine or when the excited atoms decay
into their ground state. These photons eventually exit the scintillator and bombard a
photomultiplier tube which generates an electric signal proportional to the energy lost by
the recoiling nucleus. To determine that this electric signal was greater than some cutoff
level and therefore that the energy deposited in the detector was greater than some chosen
energy bias, the incoming photomultiplier anode signal was amplified and fed into a
linear amplifier with single channel analyzer (AMP+SCA) module. The SCA of the
AMP+SCA module had a lower level threshold, or bias, set to coincide with the
approximate energy of the Compton recoil edge produced by 0.662 MeV y-rays from
137Cs. Signals with amplitudes smaller than this bias did not produce logic pulses, or
gates, at the SCA output. This energy bias corresponded to a proton recoil energy of
about 2 MeV and helped to reduce backgrounds in the time-of-flight spectra.

Because the liquid organic scintillators used for neutron detection in the present
measurements were sensitive to both neutrons and y-rays, it was necessary to use pulse
shape analysis to determine that an event in the detector was caused by a neutron and not
by a y-ray. To discriminate y-rays from neutrons, the incoming anode signal from each
detector was fed into a constant fraction discriminator (CFD) module and a pulse shape
discriminator (PSD) module. The CFD produced an output pulse at a constant fraction of
the leading edge of the input signal, while the PSD module produced an output pulse at a
constant fraction of the trailing edge of the input signal. Because the y-rays interacted
primarily with the electrons and the neutrons interacted primarily with the protons in the
scintillator, and since the decay response of the scintillator was different for the low
ionizing electrons than for the highly ionizing protons, the decay time of a signal
produced by a y-ray interaction was different than the decay time of a signal produced by
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a neutron interaction. Therefore, the time difference between the output of a signal from
the CFD module and the output of a signal from the PSD module was different for y-rays
than for neutrons. To convert this time difference to a voltage, a time to amplitude
converter (PSD-TAC) was used that was started by an output of the CFD and stopped by
an output of the PSD module. The output voltage of the PSD-TAC was directly
proportional to the time difference between the start and stop signals and was different for
y-rays than for neutrons. Since signals produced by the y-rays had a faster decay time
than signals produced by neutrons, the output voltage of the PSD-TAC was lower for
v-rays than for neutrons. A window was set on this output voltage such that only output
voltages that corresponded to a valid neutron event would produce a logic pulse or gate.

Time-of-flight information was determined from the time difference between a start
and a stop signal. A capacitive beam pickoff signal (obtained from the capacitive beam
pickoff located immediately before the gas cell) was amplified and fed into a discriminator
to produce a stop signal. This signal was delayed and used to stop a time-to-amplitude
converter (TOF-TAC) that was started by a second output of the CFD module. Beam
pickoff signals were used as the stop of the TOF-TAC because the capacitive pickoff
signals arrived every 500 ns and would have caused the TAC to become paralyzed if used
as the start of the TOF-TAC. Signals out of the TOF-TAC had an amplitude linearly
related to the time difference between the start and stop signals fed into it and therefore an
amplitude linearly related to the TOF of a neutron. The output of the TOF-TAC was
shaped by a linear gate stretcher that was gated by the logic output of a universal
coincidence module. The universal coincidence module was used to produce a logic
output or gate when the input gates from the CFD, SCA, and PSD were in coincidence.
The stretched TOF-TAC signals and the logic output from the universal coincidence
module were sent to the computer interface where the TOF-TAC signals were digitized by
an analog-to-digital converter (ADC).

5. Data acquisition

Data acquisition and storage at TUNL for 6(8) measurements was controlled using a
Digital Equipment Corporation VAX-11/780 computer. The hardware for data
acquisition was based on CAMAC modules controlled by a Microprogrammed Branch
Driver MBD-11. An overview of the hardware system can be found elsewhere (see
Gould 1981, Roberson 1981). Control of the MBD and ADC's, data sorting, online
calculations, and graphic displays of spectra was accomplished with the aid of the TUNL
XSYStem software package. The XSYStem package contains a set of general purpose
commands useful to all experiments performed at TUNL. DEC Command Language
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programs incorporating these XSY Stem commands were written specifically for (6)
measurements and were combined into a neutron time-of-flight data acquisition package
cailed NTOF. The programs in NTOF made it possible to set windows on peaks of
interest within a spectrum, define backgrounds, calculate differences, and obtain yields.

Using NTOF, 6(0) measurements were made from 16° to 40° in 4° increments and
from 45° to 160° in 5° increments. Data were accumulated for the two experimental
configurations of sample-in or sample-out. Data taken with the 12C or 208Pb sample in
place were referred to as sample-in data while data accumulated with an empty wire
hanger in place were referred to as sample-out data. From 16° to 40° both detectors were
used to obtain measurements at the same scattering angle simultaneously, with one
detector on each side of the beam axis. Such measurements were useful in checking for
normalization differences between the two detectors and for scattering angle shifts.
Scattering angle shifts can be caused by beam steering effects, an incorrect detector angle
scale, or a misaligned scattering sample position. In the forward angle region, a slight
scattering angle shift can give a noticeably different measured cross section. For
example, in the n+208Pb case, a change of 0.5° at 8.0 MeV can cause a 4.6% change in
o(0) near 16°.

At the beginning, middle, and end of an angular distribution measurement, the yield
for neutron scattering from hydrogen was measured for normalization purposes and as a
check of systematic drifts in the system. Normalization measurements were made by
measuring neutron scattering from a polyethylene ((CHj),) sample and a carbon sample.
The polyethylene and carbon samples are described in Table 2.2. The difference between
the polyethylene and carbon spectra gave the spectra for n-p scattering. Normalization
measurements were made at an angle (Q15p = 30°) chosen to maximize the resolution of
the hydrogen scattering peak from the inelastic scattering peaks of carbon.

C. Analyzing power measurements
1. Neutron beam production

For Ay(e) measurements a Lamb-shift polarized ion source (PIS) was used to
produce a polarized beam of deuterons. The beam was ramped, bunched, and chopped
to obtain a pulsed beam. The ramping and bunching system will be described in Chapter
III. As with 6(8) measurements, the pulsed polarized deuteron beam was accelerated by
a model FN tandem Van de Graaff accelerator. To provide energy determination after
acceleration, the deuteron beam was deflected through 38° using an analyzing magnet.
Once inside the neutron time-of-flight target room, the pulsed deuteron beam passed
through a capacitive pickoff unit and entered a gas cell containing deuterium. The
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resulting 2H(d,n)3He reaction produced a high intensity cone of nearly monoenergetic
polarized neutrons centered around 0°. The polarization of the deuteron beam was
determined by the quench ratio method which has been discussed elsewhere (Lisowski
1975, Pfiitzner 1987). The polarization of the neutrons was determined from the
measured deuteron beam polarization using the polarization transfer function determined
by Lisowski et al. (Lisowski 1975).

For the present Ay(e) measurements, the beam of pulsed polarized deuterons
typically had a time-averaged intensity of 150 nA and a polarization that ranged from 60%
to 70%, of which approximately 90% was transferred to the neutron beam. The repetition
rate of the beam bursts was 4 MHz, and the pulses had a FWHM of less than 2 ns.
Deuterium gas pressures and the beam energy loss in the Havar entrance foil and gas cell
for Ay(e) measurements are listed in Table 2.3.

Table 2.3

Deuterium gas cell pressures and beam energy loss calculations
for 208Pb(n,n)208ph A(6) measurements

All energies are in MeV
Deuterium  Deuteron Thickness  Energy Energy

NeutronGas Energy at of Havar Lossin Loss in
EnergyPressure Cell Center Foil Havar Foil Gas Cell

6.000 2.5atm  2.735 6.35 um 0.549 0.353
7.000 3.0atm  3.733 6.35 um 0.467 0.329
8.000 4.0atm 4.751 6.35um 0.406 0.361
9.000 45atm 5.783 6.35um 0.360 0.345
10.0006.6 atm  6.823 6.35um 0.323 0.441

2. Scattering sample
The 208Pb scattering sample used for A, (8) measurements was the same scattering

sample as was used for 6(0) measurements and has been discussed earlier in Section B-2
of this chapter.

3. Neutron detectors

For Ay(G) measurements, the time-of-flight spectrometer facility consisted of seven
detectors. Six detectors were used to detect neutrons scattered from the sample while a
seventh detector was used as a pulse timing monitor. The six detectors were arranged in

three pairs, with each pair consisting of a detector placed at an equal angle on the left and
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right side of the incident beam axis. Simultaneous measurements with detectors placed at
equal angles helped minimize instrumental effects. The arrangement of the detectors
relative to the scattering sample is shown in Figure 2.4. All of the detectors were liquid
organic scintillators coupled to photomultiplier tubes. The right detector of detector pair
#1 in Figure 2.4 contained NE-218 scintillator fluid, while the rest of the detectors
contained NE-213 scintillator fluid. Both types of scintillator and associated
photomultiplier tubes provided good pulse-shape discrimination between neutrons and
Yy-rays.

The right and left detectors of detector pair #1 were the same detectors used for ¢(0)
measurements. At each angle where a measurement was made, tungsten shadow bars
were positioned so that each detector was shielded from the direct flux of source reaction
neutrons. The minimum and maximum angles for simultaneous measurements with both
detectors at equal angles were 16° and 159°, respectively. In Ay(6) measurements, a
flight path of 2.98 m was used for the right detector in detector pair #1, while a flight
path of 3.91 m was used for the left detector in detector pair #1.

Detector pairs #2 and #3 were heavily shielded and mounted on movable tables.
Copper and polyethylene shadow bars were positioned at each angle so that the detectors
and detector shielding could not view the direct flux of source reaction neutrons.
Detector pair #2 was used over an angular range of 105° to 149°, while detector pair #3
was used over an angular range of 120° to 164°. All four detectors used in detector pairs
#2 and #3 were rectangular in shape. Detectors used in detector pair #2 were 7.62 cm
wide, 12.70 cm tall, and 5.08 cm thick and were placed at a flight path of 2.59 m.
Detectors used in detector pair #3 were 7.62 cm wide, 15.24 cm tall, and 5.08 cm thick
and were placed at a flight path of 2.66 m.

The pulse timing monitor used in A,(B) experiments was the same monitor used in
o(0) experiments. This monitor was again located near 0° at a flight path of about four
meters and was used to monitor the time distribution of neutrons emerging from the gas
cell. The beam pulsing system was adjusted so that the neutron source reaction peak in
the time-of-flight spectrum of the timing monitor had the narrowest time width possible.
The overall time resolution of the system (FWHM of the peak) was about 3.4 ns at
Ep = 6.0 MeV and about 2.6 ns at E;; = 10.0 MeV.

4. Detector electronics
As with 6(8) measurements, the electronics for Ay(e) measurements were used to
measure the time-of-flight of an incident particle, to determine that the energy deposited in

the detector due to an event was greater than a specified energy bias, and to determine that
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the event in the detector was caused by a neutron and not by a y-ray. For Ay(e)
measurements, the seven anode signals and the signal from the capacitive pickoff unit
were brought from the target area into the control room on 50 Q low loss cable. The
anode signal from the pulse timing monitor was sent to a set of electronics that was
identical to the electronics used in o(8) measurements. The anode signals for the
remaining six detectors were sent in pairs to three identical sets of the electronics. Each
pair of signals corresponded to detectors placed at equal angles on the left and right side
of the beam axis. A block diagram of the electronics used in Ay(8) experiments is shown
in Figure 2.5. To determine that the energy deposited in the detector due to an event was
greater than our energy bias, the incoming anode signals from the left and right detectors
were summed using a linear fan-in/out module. An output from the linear fan-in/out
module was amplified and fed into a linear amplifier with single channel analyzer
(AMP+SCA) module. As with 6(8) measurements, the SCA of the AMP+SCA had a
lower level threshold, or bias, set to coincide with proton recoil energies of about 2 MeV.
Signals with amplitudes smaller than this bias did not produce logic pulses, or gates, at
the SCA output and so were discriminated according to pulse height.

As with 6(8) measurements, pulse shape analysis was used to determine that an
event in the detector was caused by a neutron and not by a y-ray. To discriminate y-rays
from neutrons, the incoming anode signals were fed into separate constant fraction
discriminator (CFD) modules, while the sum of the two anode signals was fed into a
pulse shape discriminator (PSD) module. As was described in Section B-4 of this
chapter, the time difference between the output of a signal from the CFD module and an
output from the PSD module was a measure of the decay time of the incoming anode
pulse. Time differences between outputs of the CFD and PSD were converted to
voltages using a time-to-amplitude converter (PSD-TAC). A window was set on the
output of the PSD-TAC such that only output voltages which corresponded to valid
neutron events would produce logic pulses or gates.

Time-of-flight information was determined from the time difference between a start
and a stop signal. As with 6(6) measurements, pickoff signals were delayed and used to
stop a time-to-amplitude converter (TOF-TAC). The TOF-TAC was started by the
summed output of the CFD modules. Signals out of the TOF-TAC had an amplitude
linearly related to the time difference between the start and stop signals fed into it and
therefore an amplitude linearly related to the TOF of a neutron. The output of the
TOF-TAC was shaped by a linear gate stretcher and sent to the computer interface, where
it was gated by an output from a universal coincidence module and digitized by an
analog-to-digital converter (ADC). The universal coincidence module was used to
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produce a logic output or gate when the input gates from the CFD, SCA, and PSD were
in coincidence.

5. Data acquisition

The data acquisition and storage system for Ay(e) measurements is similar to the
system described earlier for 6(68) measurements. Command Language programs
incorporating XSY Stem commands were written and combined into a polarized neutron
time-of-flight data acquisition package called PTOF. The programs in PTOF made it
possible to set windows on peaks of interest within a spectrum, define backgrounds,
calculate differences, obtain yields, and generate analyzing powers.

Using PTOF, Ay(e) measurements were made from 16° to 40° in 4° increments and
from 45° to 160° in 5° increments. Data were accumulated for four experimental
configurations: sample-in spin-up, sample-in spin-down, sample-out spin-up, and
sample-out spin-down. Data taken with the 298Pb sample in place were referred to as
sample-in data while data accumulated with an empty sample wire in place were referred
to as sample-out data. Spin-up and spin-down refer to the polarization direction of the
incident neutron beam. The direction of the incident neutron beam spin was flipped about
every twenty minutes by changing the direction of the deuteron spin at the polarized ion
source. The deuteron beam polarization was measured about every ten minutes.

Depending on cross section, sufficient time was spent on each experimentally
measured angle to obtain a 0.6% to 3.0% statistical uncertainty on each measured
analyzing power. Time spent at each angle ranged from 1 hr to obtain a 0.6% statistical
uncertainty on the 10.0 MeV 208Pb elastic analyzing power data point at 13 = 16° to 12
hrs to obtain a 3.3% statistical uncertainty on the 6.0 MeV 208Pb elastic analyzing power
data point at 615 = 130°. Since the cross section for inelastic scattering from the first
excited state (JT = 3-, Q = -2.614 MeV) of 208Pb was small compared to the elastic
scattering cross section, analyzing power values for inelastic scattering from the first
excited state of 208Pb had much larger statistical uncertainties. Statistical uncertainties of
the inelastic analyzing power values ranged from 4.5% to 27.4% and were rarely below
10%. Large statistical uncertainties on inelastic analyzing power values were not a major
concern, however, because the focus of this work was on the physics of the elastic
scattering-data and not on the physics of the inelastic scattering data.
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CHAPTER III
BEAM PULSING

A. Introduction

Because neutrons are uncharged, they are harder to detect and their energy more
difficult to measure than charged particles such as protons, deuterons, and alphas. The
neutron detection process usually involves a nuclear reaction or an elastic scattering
process through which the neutron produces a detectable charged particle. At Triangle
Universities Nuclear Laboratory (TUNL), neutrons are detected by observing recoil
protons from neutron-proton collisions in an organic scintillator containing hydrogen,
while neutron energies are determined using time-of-flight techniques. With
time-of-flight techniques the time-of-flight of a neutron over a known path length from
target to detector is measured, and neutron energies are determined from a calculation of
velocity. To achieve good energy resolution when using time-of-flight techniques,
however, the incident beam must be pulsed into bursts as narrow as possible, and the
time between arriving beam bursts must be sufficiently long to allow all reaction products
of interest from one beam burst to reach the detectors before the arrival of any reaction
products from the next beam burst. Since some of the developmental contributions of the
present author involve beam pulsing, a brief review of the beam pulsing system at TUNL
and recent improvements made to the system will follow.

B. Cross section measurements

To obtain a pulsed beam for 6(8) measurements at TUNL, a standard chopping and
bunching system was used which operated on the following principle. After a
continuous ion beam was extracted from the direct extraction negative ion source, it
entered a set of horizontal deflection plates, called main chopping plates, to which a 2
MHz sinusoidal voltage was applied. Beam passing through the chopping plates at the
zero crossing of the sine wave received little or no deflection, while the remainder of the
beam was swept across a defining circular aperture before the buncher tube. Since the
sine wave applied to the main chopping plates or main chopper had two zero crossings
every period, beam emerging from the main chopper had a repetition rate of 4 MHz (4
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million pulses per second). This process was called chopping because it chopped the dc
beam into packets or segments.

After chopping by the main chopper, the beam passed through a vertical set of
deflection plates that were usually driven by a 2 MHz square wave. These deflection
plates, called auxiliary chopping plates, deflected or removed alternate beam segments
that emerged from the main chopper. The frequency of the square wave applied to the
auxiliary chopping plates could be varied from 2 MHz to 31 kHz, allowing the
experimenter to vary the beam repetition rate from 2 MHz to 31 kHz.

After the beam was chopped by the main and auxiliary choppers it entered a
double-gap buncher. The double-gap buncher modulated the velocity of particles in the
beam segment in such a way that particles in the segment that were initially separated in
space were made to arrive at the target at nearly the same time. At TUNL, the double-gap
buncher is a cylindrical tube consisting of three electrically insulated sections separated by
two gaps. The sections on either end are grounded while the longer middle section is
driven by a sinusoidal rf voltage. The phase of the chopping waveforms is adjusted
relative to the phase of the voltage on the buncher so that the potential across the first
bunching gap is negative when the beam segment enters the first gap. This causes the
front of the negative-ion beam segment to be repulsed or slowed down. As the center of
the beam segment passes through the buncher gap, the gap voltage is zero and the center
of the beam segment is neither sped up nor slowed down. When the rear of the beam
segment reaches the bunching gap, the gap voltage has reversed and the rear of the beam
segment is accelerated. In a double-gap buncher, the distance between the first and
second gaps of the buncher is such that the voltage at the second bunching gap acts on the
beam pulse in the same manner as the voltage at the first bunching gap. After bunching,
the beam segment has a non-uniform energy or velocity distribution and as the beam
segment drifts to target it forms a narrow beam burst.

For the present 6(8) measurements, this standard method of chopping and bunching
delivered approximately 2% of the initial direct current emitted by the ion source to target
at a repetition rate of 2 MHz with a full width at half maximum (FWHM) of less than 2
ns.

C. Analyzing power measurements

Because of the low intensity of the polarized ion source at TUNL (i.e., a dc beam of
about 400 nA), the use of a standard chopping and bunching system to obtain pulsed
polarized beams would produce a prohibitively low intensity beam on target. Therefore,

for Ay(e) measurements another technique was necessary. Pulsing polarized beams
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involved ramping of the very low beam-energy supply in the polarized ion source,
bunching the beam by a pair of double-gap bunching tubes, and chopping away
background beam occurring between pulses.

In the polarized ion source at TUNL, an initially unpolarized beam is formed by
extracting ions from a duoplasmatron. For deuterons, the beam energy inside the
polarized ion source is established by biasing the anode of the duoplasmatron at 1100 V
with respect to the rest of the source. Before acceleration to 50 keV, the beam drifts
approximately 1.5 meters while being converted to a polarized beam. This long drift path
at relatively low energy allowed prebunching or ramping of the beam by a modest voltage
modulation of the duoplasmatron. For Ay(B) measurements at TUNL, a 4 MHz ramp
wave with a peak-to-peak voltage of about 70 V was applied to the anode of the polarized
ion source. The ramp circuit and theory of operation has been described in detail by
Howell (Howell 1984). The ramp on the polarized ion source modulated the deuteron
beam energy in such a way that about 90% of the initial direct current of the beam was
compressed into about 30% of a cycle by the time that it reached the end of the polarized
ion source.

After being ramped, the beam emerging for the polarized ion source was further
compressed by a two-stage double-drift bunching system. Two-stage double-drift
bunching systems (described in detail by Milner (Milner 1979)) consist of two
double-gap bunchers that are separated in space, independently driven, but phase-locked
together. At TUNL, the first stage of this bunching system used the same buncher as
was used for 6(0) measurements. As with ¢(6) measurements, this first buncher
decelerated the leading portion of beam segments and accelerated the trailing portions.
Because only about 20 to 30% of the sinusoidal waveform applied to the first buncher
was sufficiently linear to produce bunching of the quality required, the highest efficiency
we could expect from this single buncher was between 20 and 30%. In a two-stage
double-drift bunching system, a second buncher is used which operates at twice the
frequency of the first buncher and 180° out of phase. The effect of this second buncher
is to produce an effective bunching system which has a more linear bunching voltage
over an extended range in time. The maximum efficiency of a two-stage double-drift
bunching system depends on the ratio of the separation between the two bunchers and the
total drift distance to target. For our installation, the separation distance between the two
bunchers was fixed by physical limitations in the low energy transport system to be about
55 cm, and typical efficiencies of about 60% were obtained (i.e., if an initial dc beam
entered the double-drift bunching system, 60% of the beam would be compressed into a
beam burst of about 2.0 ns FWHM by the time it reached the target).
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The final element in the polarized beam pulsing system at TUNL was a post
bunching chopper, commonly called the low energy chopper. The low energy chopper
removed time-uncorrelated background that occurred between beam pulses. The low
energy chopper is located at the entrance or low energy end of the Van de Graaff
Accelerator (hence the name low energy chopper) and consisted of two parallel plates
with a 4 MHz sinuscidal voltage applied to one side. The voltage applied to the low
energy chopper was phased so that ions present between the beam bursts produced by the
ramp and bunching system were deflected out of the beam.

For the current Ay((-)) measurements, ramping of the polarized ion source into the
phase acceptance of the double-drift bunching system and chopping away the background
beam that occurred between beam pulses allowed about 80% of the the initial direct
current emitted by the polarized ion source to reach target with a FWHM of less than 2 ns
at a repetition rate of 4 MHz.

D. Improvements to the system

One of the major objectives of the neutron program at TUNL has been to measure
o(6) and Ay(e) neutron scattering data accurately from a variety of nuclei. In order to
reduce ambiguities in phenomenological optical model analyses and coupled channel
analyses, and to provide sensitive observables for testing microscopic calculations,
measurements must be conducted on many nuclei. However, since many nuclei have
excited states that are not well separated from their ground state, it is necessary to have
good energy resolution. Because time spreads in the beam are interpreted as energy
spreads in time-of-flight spectra, it is important to minimize the time spread in the incident
beam.

Prior to 1985, time widths for beam bursts produced by the standard chopping and
bunching system were substantially broader than predicted by calculations. To first
order, the time spread of two particles that cross the bunching plane simultaneously but
differ in energy by an amount AE can be determined from:

t

0
= ——AE -1
At : , (3-1)

| —

where E|) is the average energy of the particles at the buncher and #; is the time that a
particle takes to travel from the buncher to target. If the beam emerging from the direct

extraction ion source is assumed to have the same intrinsic energy spread as deduced by
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Howell et al. (Howell 1982) for the TUNL polarized ion source (AE=25 eV), then 50
keV deuterons accelerated to 10.0 MeV and focused on target in the target room (z)=
3000 ns ) should have a time spread of At = 0.75 ns FWHM. In practice, beam burst
widths were observed to be greater than 2 ns FWHM. Several possible causes for this
poor timing were examined: dc voltages applied to the buncher's rf power supply were
checked for stability, possible time spread due to path length differences in trajectories of
beam particles after exiting the buncher was calculated, and effects due to a larger than
assumed beam energy spread at the buncher were investigated.

The ripple on the voltages applied to the buncher's rf power amplifier were checked
and found to be negligible. In estimating time spread due to path length differences, only
path length differences of beam particles before the accelerator were considered. An
upper limit on the path length difference can be obtained by assuming that the outermost
particles in the beam follow a triangular path between the buncher and the low energy
base plate of the tandem. Assuming that the beam has a maximum radial size at the center
of all focusing elements and a crossover between focusing elements, a time spread of Ar
= (.68 ns is obtained for 50 keV deuterons. Combining the time spread due to path
length differences and the assumed time dispersion due to the intrinsic energy spread in
the beam gives a resultant time spread of Az = 1.01 ns, which is well below the observed
time spread of At =2.00 ns.

The last possible cause for the poor timing was that the intrinsic beam energy spread
at the buncher was larger than assumed. The routine beam timing spread of 2 ns FWHM
suggested that the energy spread in the beam at the buncher was larger than 65 eV. Two
possible causes for the enhanced beam energy spread were ripple on the accelerating
voltage of the negative ion source and effects due to chopping. The ripple on the
acceleration voltage of the negative ion source was found to have a sawtooth waveform
with an amplitude of 400 volts peak-to-peak out of 50 kV and a repetition rate of 120 Hz.
Because of its low frequency, effects of accelerating voltage ripple on timing were
negligible. To investigate the influences of the chopper on timing, time profile spectra of
the beam were accumulated both with and without chopping. These spectra, shown in
Figure 3.1, were accumulated by accelerating deuterons to 7.0 MeV and elastically
scattering them from a gold foil. Details of a similar experimental setup have been
discussed by Howell (Howell 1984). The improvement in timing obtained when the
main chopper was turned off suggested that the width of the beam pulses was dominated
by an energy spread introduced by chopping.

This energy spread was caused by fringe electric fields at the entrance and exit of the
chopper plates and can be explained as follows. Asis shown in Figure 3.2, fringe
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Figure 3.1. Beam profile spectra accumulated with and without chopping.
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Figure 3.2. Fringe electric fields at the entrance and exit of the chopper. Fringe electric
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particles which traverse the chopper off axis.
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electric fields of the main chopper cause a change in the longitudinal component of
velocity for particles which traverse the chopper off axis. The magnitude of the change in
the longitudinal component of velocity varies as a function of beam position. For
particles which traverse the chopper on axis there is no change in the longitudinal
component of velocity. However, for particles which enter and exit the chopper on the
same side of the beam axis, the change in the longitudinal component of velocity is a
maximum. As a consequence of the position dependence of the change in longitudinal
component of velocity, the energy of particles exiting the chopper varies as a function of
radial position, and the energy spread of a beam segment that traverses the chopper is
increased. To minimize the energy spread introduced by chopping, the beam leg after the
negative ion source was modified. The modifications are illustrated in Figures 3.3 and
3.4. The choppers were moved about one meter further away from the exit of the
analyzing magnet and a new set of horizontal and vertical slits was placed in the
chopper's old position. The new set of slits is used in conjunction with a small circular
aperture in front of the buncher to help tune the beam through the center of the chopping
plates. An electrostatic quadrupole triplet lens was also inserted before the chopping
plates to form a focus or crossover at the center of the chopper. Not only did the beam
focus at the center of the chopper reduce the energy spread in the emerging beam segment
because of the smaller radial size of the beam, but the beam crossover caused the
longitudinal component of velocity introduced by the chopping system to be cancelled to
first order. After exiting the chopper, the beam was focused again by another
electrostatic quadrupole triplet lens. Typical output timing with the new lens system is
between 0.9 and 1.0 ns FWHM for 50 keV deuteron beam pulses. A comparison
between beam profile spectra accumulated using the old chopping system and the new
chopping system is shown in Figure 3.5.

As shown in Equation 3-1, time resolution can be further improved by increasing the
injection energy of ions entering the tandem. To accommodate higher injection energies,
a new bunching system featuring two variable length bunchers was designed and has
been installed. A side view of the first or main buncher is shown in Figure 3.6. The
length of the new bunching tubes can be varied external to the vacuum. Improvements
on the phase stability of the system were also accomplished with the addition of a new
phase control circuit. This new phase control circuit uses phase-locked loops to maintain
phase stability between components and has automatic gain control circuits to reduce
voltage drift caused by temperature changes in tuned circuits and to compensate for
capacitance drift caused by vacuum changes. A block diagram of the new phase control
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Figure 3.5. Beam profile spectra accumulated with the old beam pulsing system and the
new beam pulsing system.
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circuitry is shown in Figure 3.7. The new bunching system permits a broad variety of
1on beams to be bunched over a wide range of injection energies into the tandem

accelerator.
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CHAPTER 1V
DATA REDUCTION AND PRESENTATION

A. Cross section measurements
1. Neutron yield extraction

To obtain differential cross sections (c(0)), neutron yields had to be extracted from
time-of-flight spectra. Neutron yields were obtained by setting windows about peaks of
interest, and events within these windows were counted and stored using a self-contained
data analysis package called NTOFOFF. The analysis package NTOFOFF contains a
series of programs operating under the TUNL XSY Stem software package that can
display, normalize, subtract or add spectra together, draw polynomial backgrounds, set
windows, and store yields.

Using NTOFOFF, the first step in extracting o(0) values from time-of-flight spectra
was to obtain a monitor yield (¥, ) from the neutron flux monitor. A sample monitor
spectrum is shown in Figure 4.1. First, a monitor background was selected to estimate
the level of background neutron events lying under the discrete peak. This background
was calculated by fitting regions on either side of the peak with a least-squares fitting
routine. After the monitor background was drawn, a monitor window was set on the
narrow peak of neutrons coming directly from the 2H(d,n)3He (Q = +3.269 MeV)
ground state reaction in the gas cell. The monitor window was chosen to be narrow
enough to include as few breakup neutrons as possible in the monitor yield, but wide
enough to avoid steep slopes on the peak. A window which was too wide could, at
lower deuteron energies, contain breakup neutrons produced from the collision of
deuterons in the gas cell through the 2H(d,np)d reaction (Q = -2.225 MeV), while at
higher energies contain neutrons produced through the 2H(d,np)np reaction (Q = -4.450
MeV). A window which was too narrow, however, could be sensitive to small timing
shifts that could effect the monitor yield. After the background and window were set in
the monitor spectrum, neutron events inside the window and above the background were
summed to obtain Y, for both the sample-in and the sample-out cases. To insure a
proper normalization of the entire data set, the same window and similar backgrounds
were used for all sample-in and sample-out neutron flux monitor spectra, including

spectra from polyethylene and carbon normalization measurements.
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Figure 4.1. Neutron flux monitor spectra at E;, = 8.0 MeV. The smooth curve is the
background estimate in the region of the peak, while the two vertical lines
indicate the limits of the windows chosen. The flux monitor was located at
an angle of about 50° relative to the 2H(d,n)3He source reaction.
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The second step in extracting ¢(0) values was to calculate difference spectra. To
obtain difference spectra (DIFF), sample-out time-of-flight spectra (OUT) were scaled by
the ratio of sample-in to sample-out monitor yields and subtracted from the corresponding
sample-in time-of-flight spectra (IN) according to the following formula:

YM
SI
DIFF = IN - . OUT, @-1)
YM
SO

where Yy, is the sample-in monitor yield and Y g, the sample-out monitor yield. An
example of an IN, a normalized OUT, and a DIFF spectrum are shown in Figure 4-2.
After difference spectra were formed, backgrounds were drawn in the difference spectra
to remove sample-correlated backgrounds not measured in the sample-out count. In most
cases, a linear function adequately described the residual background. After backgrounds
were drawn, windows were chosen about peaks of interest and a yield per monitor
(designated Y ) was calculated. The yield per monitor is the number of events inside the
window and above the background in the difference spectra divided by the number of
events inside the window and above the background in the monitor spectra.

2. Data normalization

After neutron yields were extracted from time-of-flight spectra, absolute differential
cross sections were calculated by comparing yields for neutron scattering from the sample
to yields for neutron scattering from hydrogen and published n-p scattering cross
sections. The measured experimental cross section at each scattering angle 6; in the
laboratory system was calculated as:

Y.(0.) n
S Y. M5 6,E,). 42)

Y, (0, PCF(®,) s

G(BL,En) =

where Y¢(6; ) is the monitor normalized yield for neutron scattering from the sample and
Y p(6p) is the monitor normalized yield for neutron scattering from hydrogen at angle 6,
PCF( Bp) is a correction factor for relative efficiency, attenuation, finite geometry, and
multiple scattering effects applied to the hydrogen sample. The number of hydrogen
nuclei in the polyethylene sample divided by the number of nuclei in the scattering sample
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Figure 4.2. IN, OUT, and DIFF spectra for the scattering of 8.0 MeV neutrons from
208pb through a laboratory angle of 85°. The peaks for elastic and inelastic
scattering peaks are labeled O+ and 3-, respectively. In the difference
spectrum, the solid line is the background estimate in the region of the
peaks, while the four vertical lines indicate the limits of the two windows
chosen.

36



is ny/ng . The known n-p scattering cross section value as reported by Hopkins and
Breit (Hopkins 1971) is 0,,,(6,,.Ep) -

3. Finite geometry, attenuation, and multiple scattering corrections

The observable o(0) is defined for scattering from a point sample into a point
detector, i.e., a sample and detector of negligible cross-sectional area. Since neutron
time-of-flight measurements require large samples and detectors, the effects of finite
geometry, flux attenuation, and multiple scattering on the observed yield or cross section
cannot be ignored and corrections are necessary. At TUNL, corrections to ¢(6) data are
calculated by a Monte Carlo code called EFFIGY15. This code simulates an experiment
in the lab system and calculates corrections to the data using an iterative procedure. In
each iteration of the correction process, the experiment is simulated by using a library of
total and differential cross sections and physical parameters of the experiment to generate
time-of-flight spectra at each angle for which measurements were made.

The initial cross section library contains total cross sections for the scatterer,
coefficients from a Legendre polynomial fit made to the original experimental ¢(6) data
(obtained from uncorrected yields), and Legendre polynomial coefficients from fits to
c(0) data at other energies. The simulation generates time-of-flight spectra by following
individual neutron histories from their production at the gas cell through the scattering
and detection processes. A single history is a set of random sites (hence the term Monte
Carlo) in the gas cell, scattering sample, and detector, where the respective neutron was
created, scattered, and detected. The first scattering in the sample is forced, and a
weighted random selection process is used to determine whether or not the neutron
scatters more than once, and if so by what process. As in the actual experiment, the
statistical accuracies of the peaks of interest in the simulated time-of-flight spectra are
checked periodically to determine whether sufficient neutron histories have been run.
When sufficient histories have been obtained, values generated from the current cross
section library are used with yields calculated from the simulated time-of-flight spectra to
generate correction factors. The correction factors are applied to the experimental data to
obtain corrected ¢(0) values. After an initial iteration of EFFIGY15, calculated yields are
compared to experimental yields to check for convergence. Convergence is said to occur
when the calculated yields and the experimental yields agree to within a set percentage. If
convergence is not achieved, the cross section library is updated with coefficients from a
Legendre polynomial fit to the corrected experimental data of the present iteration, and a
new iteration is begun. The iteration process terminates with the achievement of

convergence.
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In EFFIGY15, corrections are calculated simultaneously for both elastic and inelastic
scattering. The mean energy of the incident neutrons and the mean scattering angles are
also obtained. The corrected experimental o(0) data of the converged iteration are
converted to the center-of-mass system to give final 6(8) data. The significance of finite
geometry, attenuation, and multiple scattering corrections to 208Pb(n,n)208Pb elastic (8)
data at E;=8.0 MeV is seen in Figure 4.3. The dominant correction is the flux attenuation
of scattered neutrons as they traverse the scattering sample, which causes a lowering of
the experimental yields by approximately the same factor across the entire distribution.
Corrections for finite geometry and multiple scattering tend to deepen the valleys in the
vicinity of 6(6) minima and flatten the peaks in the vicinity of ¢(8) maxima.

4. Uncertainties in the data

There are three types of errors or uncertainties associated with the present differential
cross section data: relative, normalization, and energy. Relative errors represent
uncertainties in the shape of the distributions. For the 12C o(8) scattering data, relative
errors vary from 1.1% to 4.1% for elastic scattering and from 2.8% to 4.4% for inelastic
scattering. Relative errors for the 208Pb 6(8) scattering data vary from 2.9% to 5.0% for
elastic scattering and from 3.3% to 8.5% for inelastic scattering. Normalization errors
represent scale uncertainties, and for all of the present 6(0) data were taken to be 3.0%.
Energy uncertainty represents uncertainty in knowledge of the exact or absolute energy at
which measurements were made. In the present data, the mean incident energy of a 9.0
MeV neutron beam was believed to be known to within 60 keV. Error bars shown in
figures and quoted later in Appendix A include only relative errors.

Relative errors include the uncertainties from neutron scattering yields, relative
detector efficiencies, and multiple scattering corrections. The uncertainty in neutron
scattering yields is due to counting statistics and uncertainty in the background
underneath peaks of interest. Sample yield uncertainties ranged from 0.6% to 2.9% for
elastic scattering and from 1.0% to 6.8% for inelastic scattering.

Uncertainty in the relative efficiency of the detectors is due to uncertainty in the
shape of the efficiency curves. Because the present 6(0) data were measured relative to
n-p scattering, the detector efficiency enters into the expression for 6(0) as a ratio, and
both the absolute detector efficiency and the uncertainty in the absolute detector efficiency
cancel. However, the uncertainty in the shape of the efficiency curve increases relative
errors in the data due to the energy span covered by the scattered neutrons. Depending
on scattering angle and whether they scatter elastically or inelastically, neutrons that
scatter from the 12C or 208Pb target usually have a different energy than neutrons that
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Figure 4.3. Attenuation, finite geometry, and multiple scattering corrections to elastic
208Pb(n,n)208Pb ¢(0) data at E;,=8.0 MeV. Normalized yields, uncorrected
for attenuation, finite geometry, or multiple scattering, are indicated by x's
and are connected by a dashed curve calculated from a Legendre polynomial
fit. EFFIGY 15 corrected differential cross sections are indicated by closed
squares and are connected by a solid curve calculated from a Legendre
polynomial fit.
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scatter from the hydrogen nuclei in the polyethylene sample. Since the detectors used in
the measurement have an efficiency that varies as a function of energy, the relative
efficiency for detecting different energy neutrons must be determined and used when
normalizing scattering data to n-p cross sections. Relative errors are increased because of
uncertainty in this relative efficiency. Errors due to uncertainties in the relative detector
efficiency range from 0% to 2.5%.

Uncertainty in the multiple scattering corrections contains the combined uncertainties
in corrections for flux attenuation, multiple scattering, and angle corrections. Multiple
scattering corrections were generally computed to a statistical accuracy such that the
uncertainty in the corrections themselves had a negligible effect on the final quoted
uncertainties. However, when the results of the multiple scattering calculations were
applied to the data, statistical errors in the data were increased, particularly in the
minimum of the ¢(0). This error enhancement was caused by the subtraction of multiple
scattered neutrons from the observed neutron scattering yields, which effectively reduced
the valid number of neutrons in the peaks of interest and increased the statistical errors.
Therefore, uncertainties due to multiple scattering corrections were more dependent on
the magnitude of the corrections than on the precision of the simulation.

In addition to uncertainties in neutron scattering yields, relative detector efficiencies
and rnulﬁple scattering corrections, there is also an uncertainty in the angle at which
measurements were made. Angular uncertainty represents uncertainty in the exact
angular positions of the detectors relative to the optical beam axis and effects due to
possible misalignment of the scattering sample along the beam axis or of the deuteron
beam in the deuterium gas cell. The uncertainty in the cross section due to angular
uncertainty is the range of possible cross sections 06 = £(5(6+06)-0(6-06))/2 within the
angular uncertainty 86. Relative errors assigned to the present 6(0) data do not include
these angular uncertainties, however, because 86 is unknown. A reasonable angular
uncertainty of £0.1°, however, would cause an average increase of about 0.2% in the
relative errors of 208Pb forward angle 6(0) data. Angle uncertainty effects would be
largest in the forward angle region where the slope of 6(8) is steep. Angular uncertainty
effects on 12C () data and back angle 208Pb ¢(8) data would be less because of the
smaller variation in 6(0) as a function of angle.

Normalization uncertainty includes uncertainties in electronic dead time, yields from
n-p scattering used for normalization purposes, analytic corrections applied to n-p
scattering yields, n-p cross sections, and the ratio ny/ng . No uncertainty was assigned
to electronic dead time because the counting rates in the present measurements were much

slower than the speed of the electronics. Uncertainty in n-p scattering yields due to
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counting statistics and uncertainty in the background underneath the n-p scattering peak
were usually smaller than 0.6%. Analytic factors applied to n-p yields to correct the
measured n-p yields for attenuation, finite geometry and multiple scattering within the
polyethylene sample were determined to better than 1.4%. Uncertainties in the n-p cross
section values were calculated by combining the 0.7% to 1.4% uncertainties reported by
Hopkins and Breit (Hopkins 1971) with an additional angle uncertainty to cover the
1+0.1° uncertainty in the n-p scattering angle. Uncertainty in the number of hydrogen
nuclei in the polyethylene sample divided by the number of nuclei in the scattering sample
(ny/ng ) was less than 1.0%.

There is an uncertainty in the exact or absolute energy at which measurements were
made. To obtain an estimate of the magnitude of this uncertainty, a 6.310 MeV deuteron
beam (which, depending on deuterium gas cell pressure, would produce a neutron beam
of ~9.0 MeV), which had been originally deflected by 38° into the time-of-flight beam
leg, was deflected into the energy calibrated 52° beam leg. As the magnetic field of the
analyzing magnet was raised from the 38° setting to the calibrated 52° setting, it was
necessary to increase the terminal voltage on the Tandem Van de Graaff by 30 keV to
properly center the deuteron beam on the control slits of the 52° beam leg. This 30 keV
increase in the terminal voltage indicated an actual deuteron beam energy of about 6.250
MeV, almost 60 keV lower than originally thought. This 60 keV decrease in the deuteron
beam energy would produce a decrease of the mean neutron energy of approximately 60
keV. A more exact determination of the energies at which measurements were made
would require calibrating the 38° time-of-flight beam leg against known thresholds or
resonances. When this is done, the energies of the present experiments can be adjusted
accordingly.

5. Presentation of final data
After the differential cross section data were corrected for finite geometry,

attenuation, and multiple scattering, they were described in the center-of-mass system by
an expansion of Legendre polynomials, with the following form:

S(O.E) = ), A(E)P(cosd) (4-3)
=0
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where A(E) are the Legendre polynomial expansion coefficients. The computer code
MACRO was used to obtain the Legendre polynomial expansion coefficients such that
total chi-square (¥2):

2
Gexp(ei) ) cscal(ei)

X = Z (4-4)
i=1

AcTP(0)

is a minimum, where, 6¢*P(§;) is the differential cross section measured at §; in the
center-of-mass system, oc@l( 6;) is the cross section calculated by MACRO at 6; , and
AoeXP(6;) is the uncertainty associated with o€*P(6;).

Differential cross sections at 11.01 and 13.76 MeV for elastic neutron scattering
from 12C and for inelastic neutron scattering from the first excited state of 12C (Jm=2+,
Q=-4.439 MeV) are shown in Figures 4.4 and 4.5, respectively. Differential cross
sections at 8.0 MeV for elastic neutron scattering and inelastic neutron scattering to the
first excited state of 208Pb (JT =3-, Q=-2.614 MeV) are shown in Figure 4.6. The curves
in Figures 4.4, 4.5, and 4.6 are Legendre polynomial fits to the data.

Corrected differential cross section data for 12C and 208Pb are tabulated in Appendix
A. The tabulations include coefficients derived from Legendre polynomial fits to the
data, normalized uncorrected lab data, corrected center-of-mass data, and relative

uncertainties for the data.

B. Analyzing power measurements
1. Neutron yield extraction

To obtain the current analyzing power (Ay(8)) values, neutron yields had to be
extracted from time-of-flight spectra. Neutron yields were obtained by setting windows
about peaks of interest in difference spectra, and events within that window were counted
and stored using a self-contained data analysis package called PTOFOFF. This analysis
package contains a series of programs operating under the TUNL XSY Stem software
package that can display spectra, normalize spectra, subtract or add spectra together,
draw polynomial backgrounds, set windows, and store yields. PTOFOFF is similar to
NTOFOFF, the data analysis code for 6(0) data, with the exception that difference
spectra must be calculated for spin-up and spin-down measurements for both the right
and left detectors.
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Figure 4.4. Differential cross sections for elastic neutron scattering from 12C at 11.01
MeV and 13.76 MeV in the center-of-mass system. The curves are
Legendre polynomial fits to the data.
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Differential cross sections for inelastic neutron scattering from the first
excited state (J®=2+, Q=-4.439 MeV) of 12C at 11.01 MeV and 13.76 MeV
in the center-of-mass system. The curves are Legendre polynomial fits.
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Figure 4.6. Differential cross sections for elastic neutron scattering from 208Pb and

inelastic neutron scattering from the first excited state (J®=3-, Q=-2.614
MeV) of 208Pb at 8.0 MeV in the center-of-mass system. The curves are
Legendre polynomial fits.
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To obtain difference (DIFF) spectra, sample-out (OUT) time-of-flight spectra for
spin-up and spin-down for both the right and left detectors were scaled by the ratio of
sample-in to sample-out integrated beam current and then subtracted from the
corresponding sample-in (IN) time-of-flight spectra:

BCI-IN

DIFF =IN - ———
BCI-OUT

OouT, (4-5)

where BCI-IN is the sample-in integrated beam current and BCI-OUT is the sample-out
integrated beam current. An example of a sample-in time-of-flight spectrum, a
normalized sample-out time-of-flight spectrum, and difference spectrum is shown in
Figure 4.7. After difference spectra were formed, backgrounds were drawn in the
difference spectra to remove sample correlated backgrounds not measured in the out
count. Within statistical uncertainties, the background usually had the same level for both
the spin-up and spin-down spectra and could be adequately described with a linear
function. After backgrounds were drawn, windows were chosen about peaks of interest,
and yields were calculated by summing the number of events inside the window and
above the background. In contrast to the 6(8) case, where all good neutron events had to
be included in the chosen window, it is often desirable to choose narrow windows about
the peaks of interest in Ay(0) difference spectra . Narrow windows can optimize the
signal-to-noise ratio (i.e., the ratio of yield to background) and improve statistical
uncertainties in neutron scattering yields. For each state, there were four yields of
interest: left detector spin-up (Y ), left detector spin-down (Y p ), right detector
spin-up (Ypy ), and right detector spin-down (Ypp ).

2. Calculation of analyzing powers
The four neutron yields obtained at each angle for each state of interest were
combined to obtain the quantity «(€) as follows:

1
Y, ;(8) Ypp(6) (4-6)
Y1 p(6) Yey(®)

a(0) =

with Yy, Y p . Ygry , and Ygp as defined above. Analyzing power values were
calculated from ¢(8) using the formula:
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Figure 4.7. IN, OUT, and DIFF spectra for the scattering of 8.0 MeV polarized
neutrons from 208Pb through a laboratory angle of 85°. The elastic and
inelastic scattering peaks are labeled O* and 3-, respectively. In the
difference spectrum, the solid line is the background estimate in the region
of the peaks, while the four vertical lines indicate the limits of the two
windows chosen.
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A0) = 1 [a_—l] (4=7)

nloa+1

where p,, is the polarization of the neutron beam.

Neutron beam polarizations were calculated from the incident deuteron beam vector
polarization (p, ) using the polarization transfer function reported by Ohlsen and Keaton
(Ohlsen 1973) for the 2H(d,n)3He neutron source reaction:

3 Yo
=K (0%E)-p
pn(OO’Ed) _ 21 y o d’ ¥z (4-8)
L- 'Z.Azz(0 ’Ed)'pzz

where A_,(0E;) is the zero degree tensor analyzing power, K0 “E ) is the zero
degree polarization transfer coefficient, and p,, is the tensor polarization of the incident
deuteron beam and is equal to the vector polarization of the incident beam (p,, =p, ) in
our mode of operation of the polarized ion source.

The zero degree tensor analyzing powers and zero degree polarization transfer
coefficients were calculated using least-squares fits to data measured by Lisowski et al.
(Lisowski 1975). The zero degree tensor analyzing powers were described by Lisowski
et al. (Lisowski 1975) with a third-order polynomial for deuteron energies below 3.0
MeV:

o 2 3
A (0°E,) =-0.8838 + 0.3218E, - 0.0776E + 0.0055E, , (4-9)

while for deuteron energies above 3.0 MeV, the data were described by a constant:

A_(0°E,) =-0.461 . (4-10)

The zero degree polarization transfer coefficients were described by Lisowski et al.
(Lisowski 1975) with a third-order polynomial for deuteron energies below 4.0 MeV:

KY(0°,E,) = 0.2475 + 0.2604E - 0.0588E; + 0.0046E, , (4-11)

48



while for deuteron energies above 4.0 MeV, the data were fit with a first-order
polynomial:

KJ(0",E,) = 0.6624 - 0.0032E, (4-12)

3. Finite geometry, attenuation, and multiple scattering corrections

As with ¢(0) data, the observable Ay(O) is defined for scattering from a point sample
into a point detector, i.e., a sample and detector of negligible cross-sectional area. Since
polarized neutron time-of-flight measurements require large samples and detectors, the
effects of finite geometry, flux attenuation, and multiple scattering on the observed
analyzing power cannot be ignored and corrections must be made. At TUNL, corrections
for attenuation, multiple scattering and finite geometry to analyzing power data are
calculated using a TUNL version of a Monte Carlo code called JANE (written by E.
Woye, unpublished) and a data manipulation code called CORE. As with EFFIGY1S5,
the equivalent Monte Carlo code used for correcting 6(6) data, JANE simulates an
experiment in the lab system and calculates corrections to Ay(6) data using an iterative
procedure. Since JANE must distinguish scattering to the left from scattering to the right
and keep track of the neutron polarization after successive scattering processes, the
procedure for correcting Ay(G) data is more complicated than correcting 6(0) data. A
brief description of the corrections will be presented below.

Because of the combination of finite-sized neutron source, finite-sized scattering
sample, and finite-sized detector, the measured analyzing power is the average analyzing
power for a range of angles. For the present work, using the 208Pb sample, the range in
scattering was approximately 5°. The main contribution to this 5° was the scattering
angle subtended by the sample as seen by the source volume of the gas cell.

Attenuation of the neutron beam in the sample causes the portion of the sample
closest to the neutron source to be more highly illuminated than the rest of the sample.
This attenuation shifts the effective center of the sample closer to the neutron source and
causes the effective scattering angle to be smaller than the nominal laboratory angle.

In JANE, finite geometry and attenuation effects are combined into a single finite
geometry correction factor (F ) defined as:

F=A6)-A0), (4-13)
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where A( 9p ) is the desired single-scattering (s ) analyzing power for a point source,
sample, and detector, and Ay(6y) is the single-scattering analyzing power in which the
finite geometry effects of the source, scattering sample, and detector are taken into
account. The finite geometry correction factor (F ) involves both a change in the
magnitude of the analyzing power and a shift in the scattering angle. The largest finite
geometry correction factors occur when both the cross section and analyzing power are
changing rapidly. The effect (recently discussed by Tornow et al. (Tornow 1988)) of an
instrumental asymmetry caused by an apparent shift in the center of the scattering sample
due to the analyzing power in the 2H(d,n)3He source reaction was not included in the
finite geometry correction factor (F ) because its effect was negligible when compared to
the uncertainties in the present measurement.

Because of the large scattering sample used in the present Ay(e) measurements,
some neutrons can scatter more than once in the sample and still be detected. When
neutrons scatter more than once in the sample, the observed analyzing power (A,(6;) )
can be expressed as a weighted sum of the effective analyzing powers for scattering
processes of different order (single (s ), double (d), triple (¢ ), and so on):

A (6)=PA(0)+PAB)+PA(®)+: - (4-14)

=P (A0 + Ry A0 + Ry R A B +-- )

where the absolute scattering probabilities (P; ) have been rewritten in terms of ratios
between successive scattering probabilities (R; ;_; ):

1=P +P +P +--- (4-15)

=PS(1+RdS+RdSth+---)

By inverting Equation 4-14, the desired single-scattering finite-geometry result (Ay(6y) )
can be expressed in terms of the experimentally observed total-scattering value (A,(8) ):

As(ef) - Ae(ef)/Ps B RdsAd(ef) ) RdsR[dAt(ef) T (4-16)
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To truncate the infinite series in Equation (4-16) and limit the necessary Monte Carlo
calculations to a particular level of multiple scattering, two approximations were made.
The first approximation was the assumption that the analyzing power for triple and higher
order scatterings was zero. The second approximation was that the ratio of successive
probabilities (R; ; ; ) was assumed to approach a constant value for i > 2 . This limiting
value, defined R, was approximately equal to the average value of R ;; at back angles
and permitted P to be calculated by summing higher-order terms in Equation (4-15) as a

geometric series in powers of R, giving:

1-R_

P = .
s"T-R_+R_

4-17)

Both assumptions have been investigated by the author and others (Guss 1982, Byrd
1984) and have been shown to introduce a negligible error when compared to the
uncertainties in the present measurement.

With these approximations, only a double-scattering calculation was needed to
convert the experimentally measured total-scattering analyzing power into the corrected

single-scattering result:
AS(OP) =A,0)(1-R_+R/(1-R)- R, A 6) +F. (4-18)

Using the computer code JANE, the experiment was simulated with a library of
analyzing powers, total and differential cross sections, and physical parameters of the
experiment to generate time-of-flight spectra at each angle for which measurements were
made. In the first iteration of JANE, experimentally observed finite-geometry analyzing
powers were used for the initial analyzing power library. In each iteration of JANE, for
every experimentally measured angle, 10 000 single scattering histories and 40 000
double scattering histories were generated. A single history is a set of random sites in the
gas cell, scattering sample, and detector, where the respective neutron was created,
scattered, and detected. At each angle, simulated time-of-flight spectra were created for
spin-up or spin-down and singly or doubly scattered neutrons. From the simulated
time-of-flight spectra, JANE calculated the ratio of doubly to singly scattered neutrons
(R4 ), the analyzing power of doubly scattered neutrons (A4 4 Bf) ), and the finite
geometry correction factor (/). The quantities calculated in JANE and the uncorrected
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experimental data were input into the data manipulation code CORE. The code CORE
used Equation 4-18 to compute corrected single-scattering analyzing powers. The
corrected single-scattering analyzing powers were fit with an associated Legendre
polynomial expansion which was used to create a revised version of the JANE analyzing
power library. Successive iterations of JANE were performed and the analyzing power
library updated after each iteration. After each iteration of JANE, corrected analyzing
powers were checked to see if convergence was achieved. Convergence is reached when
the corrected analyzing powers of the present iteration do not disagree significantly from
the corrected analyzing powers of the previous iteration. In practice, only three iterations
of JANE were usually needed to achieve convergence. The single-scattering analyzing
powers computed by CORE in the last iteration are considered to be the final corrected
Ay(0) values. The significance of finite geometry and multiple scattering corrections on
208Pb(n,n)208Ppb elastic A(6) data at E;=8.0 MeV is shown in Figure 4.8. The
dominant effect of multiple scattering is to decrease the magnitude of the experimentally
observed analyzing power, since the contributions from multiply scattered neutrons yield
a smaller analyzing power.

4. Uncertainties in the data

As with ¢(0) data, the present Ay(e) data have relative, normalization, and energy
uncertainties. Relative errors represent uncertainties in the shape of the distributions and
vary from 0.7% to 8.6% for elastic scattering and from 5.9% to 35% for inelastic
scattering. Normalization errors represent scale uncertainties and were taken in the
present data to be 3.0%. Energy uncertainty represents uncertainty in knowledge of the
exact or absolute energy at which measurements were made. As was discussed for the
o(0) data in section A-4 of this chapter, the mean incident energy of a 9.0 MeV neutron
beam was believed to be known to within 60 keV. Error bars shown in figures and
quoted later in Appendix B include only relative uncertainties.

Relative errors include uncertainties from sample yields and multiple scattering
corrections. The uncertainty in neutron scattering yields is due to counting statistics and
uncertainty in the background underneath peaks of interest. Neutron scattering yield
uncertainties range from 0.6% to 6.4% for elastic scattering and from 4.5% to 27% for
inelastic scattering.

Uncertainty in the multiple scattering corrections contains the combined uncertainties
in corrections for finite geometry, flux attenuation, and multiple scattering. Multiple
scattering corrections were generally computed to a statistical accuracy such that the

uncertainty in the corrections themselves had a negligible effect on the the final quoted

52



1.0

-1.0

T T T T T T T T T T T T

298P (n,n,y)?°%Pb
E_ = 8.0 MeV

=l

Figure 4.8.

30 60 S0 120 150 180
6, m. (deg)

Attenuation, finite geometry, and multiple scattering corrections to elastic
208Ph(n,n)208Pb A (6) data at E;=8.0 MeV. Experimentally measured
total-scattering anailyzing powers are indicated by x's and are connected by a
dashed curve calculated from an associated Legendre polynomial fit.
Double-scattering analyzing powers, calculated by JANE, are represented
by crosses and are connected by a dashed line. Finite geometry correction
factors are represented by closed circles and are connected by a solid line.
The largest geometry correction factors occur when both the cross section
and analyzing power are changing rapidly. Final single-scattering analyzing
powers, calculated by CORE, are represented by closed squares and are
connected by a solid curve calculated from an associated Legendre
polynomial fit.
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uncertainties. However, when the results of the multiple scattering calculations were
applied to A(8) data, statistical errors in the data were increased, particularly for
analyzing power measurements taken near the minimum of the cross section. This error
enhancement was caused by the subtraction of multiple scattered neutrons from the
observed neutron scattering yields, which effectively reduced the valid number of
neutrons in the peaks of interest and increased statistical errors. Therefore, uncertainties
due to multiple scattering corrections were more dependent on the magnitude of the
effects than on the precision of the simulation.

Normalization or scale uncertainty includes uncertainties in electronic dead time,
beam polarization measurements, zero degree tensor analyzing powers, and zero degree
vector polarization transfer coefficients. As with ¢(8) data, no uncertainty was assigned
to electronic dead time for Ay(B) measurements because the counting rates in these
experiments were much lower than the speed of the electronics. To cover uncertainties in
quench ratio techniques and instabilities of the beam during quench ratio measurements,
an error of £0.01 to £0.02 was assigned to the deuteron beam polarization values.
Tensor analyzing powers and vector polarization transfer coefficients used to obtain the
neutron beam polarization at zero degrees were measured by Lisowski (Lisowski 1973)
and were reported to a statistical accuracy of better than £0.017 and +0.010, respectively.
Combining the uncertainty in beam polarization measurements, zero degree tensor
analyzing powers, and zero degree vector polarization gives an overall uncertainty in the
neutron polarization of between £0.02 and +0.03.

5. Presentation of final data

After the analyzing power data were corrected for attenuation, finite geometry, and
multiple scattering, they were described in the center-of-mass system with functions that
were derived from fitting an associated Legendre polynomial expansion to the product
Ay(O,E)-O'(G,E). The expansion has the form:

A(8,E)-6(8,E) =) B/E)-P}(cost) (4-19)
=1

where B/(E) are the associated Legendre polynomial expansion coefficients. The
computer code MACRO was used to obtain the associated Legendre polynomial
expansion coefficients such that total chi-square (}?):
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2
o | AT, - A‘;al(ei)
v = e (4-20)
i=1 y ( i)

is a minimum, where A,¢*P(6;) is the analyzing power measured at 8; in the
center-of-mass system, Aycal( 6;) is the analyzing power calculated by MACRO at 6;,
and AAyexP( 6;) is the uncertainty associated with AyexP( 6;) . The cross sections used in
calculating the fits were determined from Legendre polynomial fits to ¢(0) data.

Analyzing powers at 6.0, 7.0, 8.0, 9.0, and 10.0 MeV for elastic neutron scattering
from 208Pb are shown in Figure 4.9. Figure 4.10 shows a comparison of the present
208Pb 10.0 MeV elastic neutron analyzing power data to data previously measured by
Floyd (Floyd 1981). Analyzing powers at 6.0, 7.0, 8.0, 9.0, and 10.0 MeV for inelastic
neutron scattering from the first excited state of 208Pb (J®=3-, Q=-2.614 MeV) are shown
in Figure 4.11. The curves in Figures 4.9, 4.10 and 4.11 are associated Legendre
polynomial fits.

Corrected analyzing power data for 208Pb are tabulated in Appendix B. The
tabulations include coefficients derived from associated Legendre polynomial fits to the
data, uncorrected lab data, corrected center-of-mass data and relative uncertainties.

6. Compound nucleus contributions

A compound nucleus is formed when the target nucleus absorbs an incident particle
and forms a compound system in which the total energy of the incoming particle is shared
with all of the other nucleons in the system and the identity of the incoming particle is
lost. Since the scattering models used later in this work calculate only shape elastic
results (i.e., processes that occur without formation of a compound nucleus), compound
elastic contributions to elastic scattering results must be determined and measured values
adjusted.

After a compound nucleus is formed, it decays either through photon emission,
neutron emission, or other massive-particle emission, if kinematically allowed. The
decay of a compound nucleus is independent of its mode of formation, and the
probability of a compound nucleus decaying through the entrance or elastic channel is
largest when few other reactions are kinematically allowed (i.e., at lower compound
nucleus excitation energies). Because the lifetime of the compound nucleus is extremely
short (~10-16 s), the particles that are emitted from the decay of the compound system
back into the ground state of the target nucleus are experimentally indistinguishable from
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Figure 4.9. Analyzing powers for elastic neutron scattering from 208Pb at 6.0, 7.0, 8.0,
9.0, and 10.0 MeV in the center-of-mass system. The curves are associated
Legendre polynomial fits. The data shown at 10.0 MeV include data
measured for the present work and data measured by Floyd (Floyd 1981).
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from 208Pb to data measured previously by Floyd (Floyd 1981). Data
measured for the present work are indicated by closed squares while data

measured by Floyd (Floyd 1981) are represented by x's. The curve is an

associated Legendre polynomial fit to both sets of data.
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Figure 4.11. Analyzing powers for inelastic neutron scattering from the first excited state
(Jm=3-, Q=-2.614 MeV) of 208Pb at 6.0, 7.0, 8.0, 9.0, and 10.0 MeV in
the center-of-mass system. The curves are associated Legendre polynomial
fits.
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identical particles that result from shape elastic processes. As the incident particle energy
rises, more reaction channels open up and the probability of a compound nucleus
decaying through the entrance channel becomes increasingly smaller. Data taken for this
work spans the transition region between where compound nucleus effects for 208Pb
become important (E<~7 MeV) and the region where compound nucleus effects become
negligible (E>~8 MeV).

Observed neutron elastic cross sections (6985(6) ) can be expressed as an
incoherent sum of shape elastic (65E(6) ) and compound elastic (6CE(6) ) cross sections:

c B3(6) = 6°5(0) + 0 (0) @-21)

while the observed analyzing power (AyOBS( 6) ) can be expressed as a weighted sum of
the shape elastic (A,52(6) ) and compound elastic analyzing powers (A,CE(6) ):

SE CE
AOBS(9)= o (0 'ASE(9)+ o (0)
y O_OBS y OBS

-A;:E(B) . (4-22)
(©) c (O

In the process of compound nucleus formation the incident particle loses its spin
orientation causing the compound elastic analyzing power to become zero (AyCE =0).
Therefore, the shape elastic analyzing power is:

GOBS(O)
ASE@g) =27 AOBSgy (4-23)

y GSE(G) y

For the present 208Pb(n,n)208Pb elastic scattering analyzing power data at 8.0, 9.0,
and 10.0 MeV, the compound elastic cross sections were negligible and effects upon
shape elastic analyzing powers were ignored. For elastic analyzing power data at 6.0 and
7.0 MeV, compound elastic cross sections were not negligible and corrections to the data
were made using Equation 4-21. For both the 6.0 and 7.0 MeV data, compound elastic
cross sections were derived from observed and shape elastic cross sections reported by
Annand ez al. (Annand 1985). Figure 4.12 shows the compound nucleus effects on
AY(G) at 6.0 MeV for 208Pb(n,n)208Pb elastic scattering. Compound nucleus effects on
Ay(e) at 7.0 MeV for 208Ph(n,n)208Pb elastic scatterin g were much smaller. Appendix C
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Figure 4.12. Compound nucleus contributions to elastic 208Pb(n,n)208Pb Ay(6) data at
Ep=6.0 MeV. Observed analyzing powers are indicated by x's and are
connected by a dashed curve calculated from an associated Legendre
polynomial fit. Shape elastic analyzing powers are indicated by closed
squares and are connected by a solid curve that was also calculated from an
associated Legendre polynomial fit.
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contains the observed and shape elastic differential cross section data reported by Annand
et al. (Annand 1985) and observed and shape elastic analyzing powers for
208pPb(n,n)208Pb elastic scattering at 6.0 and 7.0 MeV. Since the focus of this work was
to be on elastic neutron scattering from 208Pb, analyzing powers for inelastic scattering
from the first excited state of 208Pb (JT=3-, Q=-2.614 MeV) at 6.0 and 7.0 MeV were not

corrected for compound nucleus effects.
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CHAPTER V
OPTICAL MODEL ANALYSIS OF NEUTRON SCATTERING FROM 208ph

A. The optical model

The optical model of nucleon-nucleus scattering has a long history of theoretical and
phenomenological study (see Hodgson 1971 or Satchler 1983). The nucleon-nucleus
optical model is the reduction of the complicated many-body problem of scattering of a
nucleon from a nucleus to the scattering of a single particle from a complex-valued
one-body potential. The optical model potential is complex in order to account for the
loss of flux from the incident channel into available inelastic and reaction channels.
Though the optical model is unable to reproduce fine resonance features in cross sections
and analyzing powers, it has had great success in describing the average behavior of
elastic scattering observables and the total and reaction cross sections as a function of
energy and mass. The optical model derives it name from the analog between the
description of scattering and absorption of nucleons by a nucleus using a complex
potential and the scattering and absorption of light by a cloudy crystal ball using a
complex index of refraction.

The nucleon-nucleus optical-model potential normally includes central and spin-orbit
components. The radial shape most often used for the optical model potential is based on

the Woods-Saxon form factor, sometimes called the two-parameter-Fermi shape:

1

r-Ri ’
1 +exp
o

where R;=r;A1/3 is the nuclear radius and a; is the surface diffuseness. The

fws(™Ra) = -1

Woods-Saxon form factor is used because it has a shape similar to nuclear matter density
distributions, and the short range of the nuclear force suggests that the real part of the
optical model potential should resemble the nuclear density. In addition to a volume form
factor, a surface-peaked form factor can be generated by taking a derivative of the
Woods-Saxon form factor:
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d
gws(TR,.a,) = -4a, = fws(Ra) (5-2)

The factor of 4q; in Equation 5-2 allows g,,((7,R;,a;) to be equal to unity at
r=Rl- (i.e., gws(r=Rl-,R,-,ai)=1.0 )

Given the Woods-Saxon form factors, the optical model potential for
neutron-nucleus scattering is usually written as:

U() = -V (B) £y TR 2,) (5-3)

+ (W fyy (TR + Wgg (TR 2))

1 d
+2(Vgy + i-WSO)[ T gwsTRsodso) 110 ] ,

where the successive terms are the real central potential, the imaginary central potential
(composed of a volume and a surface peaked term), and the spin-orbit potential
(composed of real and imaginary parts).

As has been discussed earlier, the real central part of the optical model potential has a
simple, volume-dominated shape, similar to nuclear matter density distributions. In the
energy range of the present investigation, the real central part of the optical model
potential is much stronger than any other component of the potential.

The imaginary or absorptive central potential is usually represented as a combination
of volume and surface-peaked potentials. Surface peaking of the imaginary potential is
most prominent for low energy nucleon scattering, while at higher energies the imaginary
potential is dominated by volume absorption. Because nucleons in the interior of a
nucleus are more tightly bound than nucleons at the surface and need more energy to be
excited into an unoccupied state, the absorption of the wave function occurs mainly at the
nuclear surface at low incident energies and is modeled using a surface-peaked derivative
Woods-Saxon form factor. At higher incident energies, projectiles penetrate the nuclear
interior and the absorption is from nucleon-nucleon collisions throughout the nucleus.
Because the probability of a nucleon-nucleon collision in the interior of a nucleus is
related to the mean free path of a nucleon in a nucleus, absorption at higher energies
resembles the bulk distribution of target nucleons and is modeled using a volume-type
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Woods-Saxon form factor. For the energy range of the present investigation, the overall
strength of the imaginary potential increases with incident nucleon energy and most
analyses have shown that its radial extent is usually greater than that of the real central
potential.

The spin-orbit potential is the non-central part of the optical model potential and
arises from a two-body spin-orbit coupling in the underlying nucleon-nucleon interaction.
The spin-orbit potential is surface peaked and can be complex. The surface peaking of
the spin-orbit potential can be understood on the basis of simple arguments. In the case
of uniform nuclear matter, there is no meaningful point about which to establish the
orbital angular momentum and the direction of spin relative to the orbital angular
momentum is undefined. In a finite nucleus, where the center of mass provides a
significant reference point, symmetry arguments show that the spin-orbit interaction
averages to zero for an incident nucleon which crosses through the interior of a nucleus.
Only when the incident nucleon crosses at or near the surface of a nucleus can the

spin-orbit potential have a non-zero value.

B. Summary of data used in the 208Pb optical model parametrization

Differential neutron scattering data used in the present analysis came from three
facilities, the TUNL neutron time-of-flight facility, the Ohio University Accelerator
Laboratory, and the Michigan State University Cyclotron Laboratory. Differential cross
sections for elastic neutron scattering from 208Pb were measured at TUNL by the present
author at 8.0 MeV and by Floyd (Floyd 1981) at 10.0, 14.0, and 16.9 MeV. Differential
cross sections for elastic neutron scattering from 208Pb were measured at Ohio University
at 4.0, 4.5, 5.0, 5.5, 6.0, 6.5, and 7.0 MeV by Annand et al. (Annand 1985), at 20.0,
22.0, and 24.0 MeV by Finlay et al. (Finlay 1984), and at 9.0, 11.0, and 25.7 MeV by
Rapaport et al. (Rapaport 1978). Differential cross sections for elastic neutron scattering
from 208Pb were measured at Michigan State University at 30.3 and 40.0 MeV by DeVito
et al. (DeVito 1979). The 4.0 to 7.0 MeV 208Pb differential cross sections measured by
Annand ez al. (Annand 1985) were adjusted by Annand ez al. for compound nucleus
contributions using calculated compound nucleus cross section values.

The polarized neutron scattering data were obtained using the time-of-flight facility at
TUNL. Analyzing powers for elastic neutron scattering from 208Pb were measured by
the present author at 6.0, 7.0, 8.0, 9.0, and 10.0 MeV and by Floyd (Floyd 1981) at
10.0 and 14.0 MeV.

Average MPb (52% 208Pb) total cross sections values were communicated to us by
Larson et al. (Larson 1980) from 4.0 to 80.0 MeV in steps of 2.0 MeV. Total cross
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section values at intermediate values (i.e., 7.0, 9.0, 11.0 MeV, etc.) were obtained
through interpolation. An uncertainty of 3.0% was assigned to all total cross section
values.

C. Analysis of scattering data
1. Introduction

Since obtaining details of the optical model potential directly from experimental data
is a complicated problem, it is customary to begin with a suitable potential and iterate the
numerical values of its parameters in order to optimize fits to data. In these iterations,
however, it is important to begin with a physically reasonable potential, as determined by
theoretical considerations or from previous analyses, to avoid excessive numerical work
or the danger of obtaining an unphysical solution. An unphysical solution is a solution
that is inconsistent with fundamental knowledge of the nucleon-nucleus interaction. For
the present analysis, iterations of the optical model parameters were performed using a
modified version of the computer code GENOA (originally obtained from F. Perey, Oak
Ridge National Laboratory). The computer code GENOA has been modified to include
the effects of the Mott-Schwinger electromagnetic interaction. For a detailed discussion
of the Mott-Schwinger interaction and discussion of the associated modifications to the
computer code see Floyd (Floyd 1981). The computer code GENOA calculates
theoretical cross sections and analyzing powers from a one-body Schrédinger equation
using the chosen potential U(r) . At each stage of the iteration process, GENOA
calculates chi-square (¥2 ), a quantitative measure of agreement between theoretical
predictions and experimental values:

2
™)) - ¢"'(6))
5-4
AP (8) G-
N h 2
P exp t
_]_- Ay (61) - Ay (91)
Np o AATP(®B)

where ¥2/N is the average chi-square per data point, 0¢%P(6;) is the experimental cross

section measured at 6; , 6'#(8;) is the theoretical cross section calculated from the optical
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model potential at 6; , Ac®*P(6;) is the error in the experimental cross section, N is the
number of experimental cross section points, A¢*P( 6;) is the experimental analyzing
power measured at 6;, Ay”’( 6;) is the theoretical analyzing power calculated from the
optical model potential at 6; , AA,€*P(6;) is the error in the analyzing power, and Np is
the number of experimental analyzing power points. In the iteration procedure, values of

one or more parameters are varied using an automatic search routine to minimize <.

2. Individual fits

Optimum potential parameters were obtained at each individual energy by searching
on as many optical model parameters as possible. Starting parameters for the 4.0 to 6.5
MeV data were the 208Pb parameters reported by Annand et al. (Annand 1985) while the
starting parameters for the 7.0 to 40.0 MeV data were the 208Pb global parameters
reported by Finlay et al. (Finlay 1984). In addition to these parameters, an imaginary
spin-orbit term was introduced early in the analysis. Best fits were obtained at each
energy using an iterative procedure. Using GENOA, potential well strengths were
searched upon first, followed by geometrical parameters, and finally by potential
strengths and geometrical parameters simultaneously. In order to provide spin-orbit
parameters at energies where analyzing power data were not available, energies at which
both cross section and analyzing power data were available were considered first. Using
these initial searches, the mean real spin-orbit strength, spin—orbif radius, and spin-orbit
diffuseness were obtained by taking an unweighted average of the strength, radius, and
diffuseness from each search. The imaginary spin-orbit strength, which was assumed to-
vary linearly with energy, was obtained by forcing the imaginary spin-orbit strength to be
approximately -0.650 MeV at an incident energy of 80 MeV, as suggested by the proton
scattering analysis of Schwandt et al. (Schwandt 1982), and then searching on the slope
and y-intercept required to obtain best fits to the present data. At energies where no
Ay(e) data were available, these mean spin-orbit parameters were used and held fixed.
Final optical model parameters for these individual fits are listed in Table 5.1 while
corresponding fits are shown in Figures 5.1 through 5.4. Table 5.1 also contains the

volume integral per nucleon defined as:

(J/A) = - %j V-’ . (5-5)
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Figure 5.1. Optical model calculations compared to 6(9) data for neutron elastic
scattering from 208Pb at 4.0 to 6.5 MeV. The curves are optimum fits at
each individual energy using the parameters listed in Table 5.1. The data
from 4.0 to 6.5 MeV have been adjusted for compound nucleus
contributions (see Section B of this chapter).
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Continuation of Figure 5.1. Optical model calculations compared to 6(6)
data for neutron elastic scattering from 208Pb at 7.0 to 14.0 MeV. The
curves are optimum fits at each individual energy using the parameters listed
in Table 5.1. The data at 7.0 MeV have been adjusted for compound
nucleus contributions (see Section B of this chapter).
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Figure 5.3. Continuation of Figure 5.1. Optical model calculations compared to 6(6)

data for neutron elastic scattering from 208Pb at 16.9 to 40.0 MeV. The

curves are optimum fits at each individual energy using the parameters listed
in Table 5.1.
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scattering from 298Pb. The curves are optimum fits at each individual
energy using the parameters listed in Table 5.1. The data at 6.0 and 7.0
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For the present single-energy searches, the sum over all points and all energies of the ¥?
from the differential cross sections, analyzing powers, and total cross sections was
obtained. This value is 5 200 and is defined as the "total single-energy 2 ". The total
single-energy ¥2 is important for comparison purposes to average optical model
potentials made in later sections.

3. Constant geometry fits

In order to ascertain the average energy dependence of the real and imaginary optical
model potential, it is common practice, for the energy range of the present work, to
assign linear energy dependences to potential strengths and constant values to the
geometrical parameters. These values can be assigned either by averaging the values
found in the individual fits or by searching for values that provide the best overall fit to
the data. A combination of both approaches was adopted for the present work.

First, an energy averaged parameter set was obtained by taking an unweighted
average of the geometrical parameters and a linear least square fit to the potential strengths
found for the individual fits that were discussed in Section C-2 of this chapter. Using
this energy averaged parameter set as a starting point, the entire data set was fit
simultaneously, with potential well depths and geometrical parameters, including the real
spin-orbit strength and spin-orbit geometry, being allowed to vary. In the search, -
geometrical parameters were constrained to be energy independent while potential

strengths were constrained to have a linear energy dependence summarized as follows:

Vy=Vy-ay E (5-6)

W, =W, + O‘wv'E

W, =Wg- och-E

Vso=Vso %y E
As the search proceeded, the real spin-orbit potential strength was forced to be energy
independent, because little variation in its strength was seen as a function of energy. As
before, potential well strengths and energy dependences were searched upon first,

followed by geometrical parameters, and finally by potential strengths and geometrical
parameters simultaneously. The imaginary spin-orbit potential, however, was not
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searched upon in this procedure and was held fixed to the linear energy dependent
function determined by the individual fits discussed in Section C-2 of this chapter.
Optical model parameters resulting from this constant geometry search are given in Table
5.2, while corresponding fits to the differential scattering cross sections and analyzing
powers are shown in Figures 5.5 thru 5.8. A comparison of the averaged "atPb total
cross section data to the current constant geometry 208Pb optical model predictions is
shown in Figure 5.9. The total ¥? of 12 200 listed in Table 5.2 for the 4.0 to 40.0 MeV
data set can be compared to the total single-energy ¥ of 5 200 obtained in the individual
fits discussed in the previous section.

Table 5.2 also contains a list of the constant geometry parameters for neutron
scattering from 208Pb obtained by Annand et al. (Annand 1985) from 4.0 to 11.0 MeV
and by Finlay e al. (Finlay 1984) from 7.0 to 50.0 MeV. Comparisons of the present
model to the models of Annand and Finlay are shown in Figures 5.5 thru 5.8.

4. Energy dependent geometry fits

Recently, based on optical-model fits to n+208Pb scattering data, Annand et al.
(Annand 1985) have suggested that the radius of the real central potential and the radius
and diffuseness of the imaginary central potential vary with energy. In the Annand model
or parametrization, the real and imaginary radii were seen to decrease with increasing
energy while the imaginary diffuseness increased with increasing energy. In order to
investigate the energy dependence of the geometrical parameters using our larger data set,
an optical model search was performed in which the real and imaginary central potential

geometries were permitted to vary linearly with energy:

r, =1, -0 -E 5-7
Vv Vy Ty, (-7
a, =a, -o -E
Vy Vy ay,
I =r- ocrI-E

Starting parameters for the optical model search were linear least squares fits to the
potental strengths and geometries found for the individual fits discussed in section C-2

of this chapter. Using these starting parameters, the entire data set was fit
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Table 5.2

Constant geometry n + 298Pb optical model parameters

Present
Parameter Analysis Annand et al.?) Finlay et al.?)
Vy  (MeV) 46.727-0.230-E 45.640-0.280-E 49.130-0.310-E
rvy  (fm) 1.245 1.265 1.205
ayy  (fm) 0.690 0.698 0.685
Wy  (MeV) 0.000 E<10.5 MeV 0.000 0.000 E<11.2 MeV
-1.845+0.176-E E>10.5 MeV -2.030+0.180-E E>11.2 MeV
Ws (MeV) 2.744+0.544-E E<10.5MeV  4.046+0.710-E 1.326+0.470-E E<10.7 MeV
10.031-0.150-E E>10.5 MeV 7.752-0.130-E E>10.7 MeV
n (fm) 1.294 1.332 1.283
a  (fm) 0.450 0.320 0.499
Vso MeV) 6.112 5.750 5.750
rso  (fm) 1.174 1.105 1.105
asp  (fm) 0.517 0.499 0.499
Wso (MeV) 0.600-0.016-E 0.000 0.000
%2 from 4.0 to 40.0 MeV 12200
x2 from 4.0 to 11.0 MeV 7050 13200
%2 from 7.0 to 40.0 MeV 9020 16900

) Constant geometry optical model parameters of Annand et al. (Annand 1985)
b) Constant geometry optical model parameters of Finlay et al. (Finlay 1984)
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Figure 5.5. Optical model calculations compared to 6(6) data for neutron elastic

scattering from 208Pb at 4.0 to 6.5 MeV. Solid curves are from a constant
geometry fit whose parameters are listed in Table 5.2. Dashed curves are
the Annand ez al. 4.0 to 11.0 MeV predictions. The data from 4.0 to 7.0
MeV have been adjusted for compound nucleus contributions (see Section B
of this chapter). .
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Figure 5. 6 Continuation of Figure 5.5. Optical model calculations compared to 6(8)
data for neutron elastic scattering from 298Pb at 7.0 to 14.0 MeV. Solid
curves are from a constant geometry fit whose parameters are listed in Table
5.2. Dashed curves are the Annand et al. 4.0 to 11.0 MeV predictions.
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Figure 5.8. Optical model calculations compared to Ay(6) data for neutron elastic

scattering from 298Pb. Solid curves are from a constant geometry fit whose
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MeV predictions. The data at 6.0 and 7.0 MeV have been adjusted for
compound nucleus contributions (see Chapter IV, Section B-6).

78



T

T T T [ T T T [ T T T [ T T T T [ T T T T | Tt T | T T Tt T [ 17T

10
n+2etpp

oy (barns)
[0}
|

40 45

I S N S SRR |

25 30 35

P [T S SO R

FERTI

2 I R N
0 5 10 15 20
E_  (MeV)

Figure 5.9. Comparison of the averaged n+"!Pb total cross section data to n+208Pb
optical model predictions using the constant geometry parameters listed in

Table 5.2.

79



simultaneously, with potential well depths and geometries, including the real spin-orbit
parameters, being allowed to vary. Potential well strengths and energy dependences
were searched upon first, followed by potential geometries, and finally by potential
strengths and potential geometries simultaneously. However, as with the constant
geometry fits, the imaginary spin-orbit potential strength was not searched upon in this
procedure and was held fixed to the linear energy dependent function determined by the
individual fits discussed in Section C-2 of this chapter. Optical model parameters
resulting from this energy-dependent geometry search are given in Table 5.3, while
corresponding fits to the differential scattering cross sections and analyzing powers are
shown in Figures 5.10 through 5.13. A comparison of the averaged "aPb total cross
section data to the current energy-dependent geometry 208Pb optical model predictions is
shown in Figure 5.14. Also listed in Table 5.3 are the energy-dependent geometry
parameters of the Annand model while a comparison of the differential cross sections and
analyzing powers predicted by the Annand model to the present energy-dependent
geometry fit are shown in Figures 5.10 through 5.13.

Two differences between the current parameters and the parameters of the Annand
model should be noted. First, in our searches, potential geometries were varied linearly
over the entire 4.0 to 40.0 MeV range, while in the search by Annand the geometrical
parameters were forced to retain their 24.0 MeV values at energies above 24.0 MeV (i.e.,
rv(E>24.0 MeV) = ry(E=24.0 MeV), ay(E>24.0 MeV)) = ay(E=24.0 MeV)
etc.). Second, the real and imaginary potential strengths were constrained to have a linear
energy dependence in our searches while in the Annand model, individual values for the
real and imaginary potential strengths were reported at each energy and were not
explicitly parameterized with a single function.

As can be seen by comparing the total ¥? for the energy-dependent geometry fit
listed in Table 5.3 and the total ¥? for the constant geometry fit listed in Table 5.2, a
slight improvement in ¥2 can be achieved by letting geometrical parameters of the optical
model have an energy dependence. However, there is a reluctance to introduce four new
energy dependences in order to achieve a reduction in ¥2 of 6%. It is interesting to note,
however, that when an energy-dependent geometry is introduced into the real central
potential, the strength of the real central potential becomes nearly energy independent.
This ambiguity between energy dependence in the real central potential strength and
energy dependence in the real central geometry has also been noted by Annand er al.
(Annand 1985) and by Johnson et al. (Johnson 1987).
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Table 5.3

Energy-dependent geometry n + 208Pb optical model parameters

Present
Parameter Analysis Annand et al.?)
Vy  (MeV) 45.299-0.083-E )
ryy  (fm) 1.277-0.003-E 1.302-0.0055-E
ayy  (fm) 0.640+0.005-E 0.700
Wy  (MeV) 0.000 E<10.5 MeV ---b)
-1.110+0.112-E  E>10.5 MeV
Ws (MeV) 4.057+0.447-E E<10.5 MeV ---D)
10.284-0.146-E E>10.5 MeV
n (fm) 1.321-0.002-E 1.363-0.0042-E
a  (fm) 0.344+0.008-E 0.162+0.0189-E
Vso (MeV) 6.152 5.750
rso (fm) 1.178 1.150
ago  (fm) 0.541 0.499
Wso (MeV) 0.600-0.016-E 0.000
%2 from 4.0 to 40.0 MeV 11400
%2 from 4.0 to 40.0 MeV©) 6400 10400

2) Energy-dependent geometry optical model parameters of Annand et al. (Annand 1985)

b) In the searches by Annand et al., values for the real and imaginary strengths were not given explicitly
as a single function of energy and were reported individually at 15 energies which excluded 8.0, 10.0,
14.0, and 16.9 MeV.

) Sum of %2 at the 15 energies where Annand et al. reported values for the real and imaginary strengths.
See b) above.
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5. Extrapolation of the optical model potential to negative energies

The average potential Vy(r,E) is a continuous function of energy which varies
smoothly as the bombarding neutron or nucleon energy E changes sign. When E is
positive, Vy(r,E) is the real part of the optical-model potential, and when E is negative,
Vy(r,E) is the shell-model potential. The fact that data from all energies can be utilized
for parametrizing Vy(r,E) is especially useful for the shell model because the few data
available for negative E are strongly augmented by the abundant and varied scattering
data for positive £ . Essentially, the information for negative £ reduces to the energies
of the single-particle bound states. The primary purpose of the work described in this
section, therefore, is to extrapolate the optical-model potential from positive to negative
energies and compare the single-particle bound state energies predicted by our model to
the reported experimentally bound state values.

The energy dependence of Vy(r,E) is quite complicated in the region near the Fermi
energy, which separates the occupied and unoccupied single-particle states at negative
energies. This complicated behavior is described in terms of the dispersion relation. The
dispersion relation connects the real and imaginary parts of the optical-model potential,
and occurs because the target does not remain 1n its ground state during the elastic
scattering process. In the dispersion relation, the real part of the optical-model potential

18 written:
Vv(r,E) = VHF(r,E) + AVS(r,E) + AVv(r,E) , (5-8)

where Vyp(r,E) , AVs(r,E) , and AVy(r,E) are the Hartree-Fock, surface dispersive,
and volume dispersive contributions to the mean field, respectively. The dispersive
contributions AVs(r,E) and AVy(r,E) are connected to the imaginary surface (Wg ) and
imaginary volume (Wy ) parts of the optical model potential by the dispersion relations:

+oo
AV (r.E P [Ns®E) dE'
S(r’ ) = T E-E (5-9)
+m 1
AV (1,E) L A dE' 5-10
r, = — —— s -
V Tc o E' - E ( )

where P denotes a principal value integral.
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While the energy dependence of Vyg(r,E) is expected to be smooth, this is not the
case for AVg(r,E) and AVy(r,E) . Since Wg(r,E) and Wy(r,E) decrease rapidly with
decreasing energy due to threshold effects, both AVg(r,E) and AVy(r,E) have a distinct
energy dependence for small E . Therefore, any complicated energy dependence
observed in Vy(r,E) atlow energies is expected to be a result of the dispersive
contributions.

To implement the dispersion relation, a new optical model search was performed in
which the entire data set was fit simultaneously. As a starting point for this search, the
constant geometry parameters discussed in Section C-3 of this chapter and listed in Table
5.2 were used. However, in this search procedure, the imaginary spin-orbit potential
strength was taken to be zero at all energies and the geometry of the volume imaginary
potential was forced to be identical to the geometry of the real volume potential. The
imaginary spin-orbit potential was taken to be zero because of difficulty in computing
single-particle bound-state values with an imaginary spin-orbit potential strength other
than zero. The volume imaginary potential was forced to be identical to the geometry of
the real volume potential so that the volume dispersive contribution to the mean field
could be added directly to the Hartree-Fock potential strength. Using these initial starting
parameters and conditions, surface and volume dispersive contributions to the mean field
were calculated using Equations 5-9 and 5-10. An optical model search was then initiated
using the computer code GENOA . In this search, dispersive contributions to the real
central potential were held fixed, but Hartree-Fock, imaginary, and spin-orbit potential
strengths and geometries were allowed to vary. After the optical model search, surface
and volume dispersive contributions to the mean field were recalculated using the new
imaginary potential parameters and another GENOA search was begun. This entire
process was repeated until no improvement was seen in the fits to the scattering data.
Final parameters of the last iteration are listed in Table 5.4, while corresponding fits to
the differential cross section and analyzing power data are shown by the solid curves in
Figures 5.15 through 5.18. Optical model predictions of the 298Pb total cross section are
shown in Figure 5.19 in comparison to energy averaged MtPb total cross section data of
Larson et al. (Larson 1980) and to 208Pb total cross section data measured by Schutt ez
al. (Schutt 1988). Energy dependences of Vyr, Vyr+AVy, Wy, AVy, W, and AVg
are shown in Figure 5.20.

To compute single-particle bound state energies, the real part of the Hartree-Fock
optical-model potential Vyg(r,E) was extrapolated to negative energies. At energies
above the Fermi surface (e/=-6 MeV) the Hartree-Fock potential obtained in the above
search and listed in Table 5.4 was used:
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Table 5.4

Optical model parameters used in extrapolating the
n+208Pb optical potential to negative energies

Parameter Value
Ve (MeV) 46.338¢-0-261(E-€0)/46.338 .= .6 MeV
rvy  (fm) 1.221
ayy  (fm) 0.720
Wy MeV) 0.000 E<11.4 MeV
-2.032+0.178-E 11.4 MeV<E<50.7 MeV
7.0002) 50.7 MeV<E
'Wy (fm) =IVy
awy  (fm) =ayy
AVy Calculated from Equation 5-10 and Wy above
Ws (MeV) 2.966+0.512-E E<10.5 MeV
9.749-0.134-E 10.5 MeV<E<72.8 MeV
0.000 72.8 MeV<E
rwg  (fm) 1.291
awg  (fm) 0.463
AVs Calculated from Equation 5-9 and Wg above
Vso (MeV) 6.214
1so  (fm) 1.147
aso  (fm) 0.546
%2 from 4.0 to 40.0 MeV 14500

) In order to apply the dispersion relation to the n+208Pb data set, the value of Wy/(E) for E larger than
40.0 MeV is needed. Johnson et al. (Johnson 1987) determined, from fits to a peak in 298Pb total
cross section data, that Wy is approximately 7 MeV at 80 MeV. Therefore, Wy (E) was parameterized
by the listed linear expression up to E = 50.7 MeV, beyond which the constant value of Wy(E) = 7.0

MeV was taken.
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Figure 5.15. Optical model calculations compared to ¢(8) data for neutron elastic

scattering from 208Pb at 4.0 to 6.5 MeV. Curves are optical model fits
using the dispersion relation. The solid curve is a fit to scattering data only,
while the dashed curve is a fit to neutron single-particle bound state values
as well as to scattering data. The data from 4.0 to 7.0 MeV have been
adjusted for compound nucleus contributions (see Sect. B of this chapter).
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Vyp(E) = 46.338-exp[-0.261-(E - €))/46.338] , (5-11)

while at energies below the Fermi surface, the Hartree-Fock potential was approximated
by:

Vp(E) = 46338 - 0.261-E - €,) . (5-12)

Using the computer code BOUNDSTATE (provided by C. Johnson, Oak Ridge National
Laboratory), eigenvalues associated with Vy(r,E) were calculated and compared to
experimental energies of the weakly and deeply bound single-particle valence and hole
states. Table 5.5 lists the neutron single-particle bound state energies (Eyj ) predicted by
our extrapolated optical model compared to the experimental values of the neutron
single-particle bound state energies of 208Pb. In Table 5.5 the left-hand column specifies
the principal, orbital, and total angular momentum quantum numbers. Experimental
values of the single particle bound state energies were taken from Table III of Johnson et
al. (Johnson 1987) and are listed in the column labeled 'Experimental Epjj'. The column
labeled 'Extrapolated Vyr' lists the extrapolated Hartree-Fock potential strengths from
Equations 5-11 and 5-12. Predicted single-particle bound state energies of the
extrapolated potential are listed in the column labeled Predicted Epjj. The column
labeled 'Required VHE' specifies the Hartree-Fock potential strength required to fit the
single-particle bound states exactly.

To better determine the energy dependence of the Hartree-Fock potential at negative
energies, Hartree-Fock potential strengths required to fit the single-particle bound states
exactly and Hartree-Fock potential strengths obtained from single energy searches to the
scattering data were fit using a least squares fitting routine to obtain:

Vp(E) = 47.591-exp[-0.332-(E - £)/47.591] (5-13)

at energies above the Fermi surface and:

VB =47.591 - 0.332-(E - &) (5-14)
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Table 5.5

Neutron single-particle bound state energies E,j; for n +208Pb

nlj Experimental Extrapolated  Predicted Required Fit Fit

Enjj VHF Enlj VHF VHF Enij
(MeV) (MeV) MeV) (MeV) MeV) MeV)
3d3)n -1.40 45.153 -1.02 45983 46.088 -1.45
29912 -1.44 45.163 -0.94 46.047 46.101 -1.47
4512 -1.90 45.280 -1.38 46.480 46.249 -1.80
3dsp 237 45.400 -1.78 46.536 46.401 -2.30
1502 -2.51 45.436 -1.02 47682 46.446 -1.69
lityy2 -3.16 45.603 -1.70 47583 46.657 2.47
299/2 -3.94 45.803 -3.25 46.886 46.912 -3.96
3p12 <137 46.696 -6.70 47.691 48.046 -7.61
2f5/2 -7.94 46.844 -7.21 47.837 48.235 -8.24
3p3n -8.26 46.928 2741 48.156 48.341 -8.39
Lijsp -9.00 47.121 2124 49 461 48.587 -8.34
2112 -9.71 47.306 -9.46 47.639 49.823 -10.61
lhgyp -10.78 47.586 -9.70 48.877 49.178 -10.88
lhitp -16.50 49.079 -14.76 51.228 51.077 -16.38
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at energies below the Fermi surface. Using this new Hartree-Fock potential, the
single-particle bound state energies and scattering data were recalculated. The column
labeled 'Fit VgF' lists the Hartree-Fock potential strengths at the single-particle bound
state energies using Equations 5-13 and 5-14. Predicted single-particle bound state
energies using this new Hartree-Fock potential are listed in the column labeled 'Fit Epyj'.
Fits to differential cross section and analyzing power scattering data are shown as dashed
curves in Figures 5.15 through 5.18, while the predicted 208Pb total cross section is
shown as a dashed curve in Figure 5.20. The total ¥ for fits to the 4.0 to 40.0 MeV
n+208Pb scattering data set increased from 14 500 to 16 100 when using the new
Hartree-Fock potential given by Equation 5-13.

A similar potential, also utilizing the dispersion relation, has recently been reported
by Johnson et al. (Johnson 1987). When compared to our model or parametrization, the
Johnson model predicts similar single-particle bound state energies while giving slightly
poorer descriptions of the n+208Pb scattering data. A quantitative comparison of the two
models gives a total ¥? to the 4.0 to 40.0 MeV 208Pb scattering data of 20 400 for the

Johnson model as opposed to a total ¥2 of 16 100 when using our parametrization.

D. Summary of the optical model analyses of neutron scattering from 208Pb

The n+208Pb differential cross section and analyzing power data obtained for the:
present work have proved to be a valuable addition to the existing data used in
determining the optical model potential for neutron scattering from 208Pb. The accuracy
and precision of the new data have placed stringent constraints on optical model
parameters and have specifically served to reduce ambiguity in spin-orbit parameters.

Using a conventional optical model, based on average geometries and systematic
linear variations of potential strengths with energy, it has been possible to obtain an
excellent description of the entire 4.0 to 40.0 MeV n+208Pb data set. While small
systematic discrepancies in the fits occur at backward angles of both the cross section and
analyzing power data, the current constant geometry optical model potential represents a
considerable improvement in quality of fit over the previous conventional n+208Pb optical
model work of Annand et al. (Annand 1985) and Finlay er al. (Finlay 1984).

In addition to the constant geometry potential obtained, an optical model potential in
which the geometries of the real and imaginary central potentials varied linearly with
energy was obtained and compared to the energy-dependent geometry potential of
Annand et al. (Annand 1985). While a reduction in total ¥? of approximately 6% to the
4.0 to 40.0 MeV n+208Pb data set was achieved in these energy-dependent geometry fits
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in comparison to constant geometry fits, we are reluctant to introduce four new energy
dependences into a model already laden with parameters.

In both the constant geometry and energy-dependent geometry searches, the real part
of the spin-orbit potential was found to be energy independent. The imaginary part of the
spin-orbit potential, however, was found to be energy dependent and positive at energies
below 50 MeV.

In order to extrapolate our optical model potential from positive to negative energies
and predict single-particle bound state energies, we have also utilized the dispersion
relation in analyzing the n+208Pb data set. Using a simple, fixed geometry model, in
which the Hartree-Fock potential has an exponential energy dependence, we have been
able to obtain a reasonable description of the 4.0 to 40.0 MeV n+208Pb scattering data set
and predict single-particle bound state energies that are in good agreement with
experimental observations. In general, however, the present dispersion relation model is
only a slight improvement over the n+208Pb dispersion relation model reported by
Johnson et al. (Johnson 1987). Both models are limited in the low-energy region (4.0 to
10.0 MeV), in that predicted differential cross sections do not fit the data well at large
scattering angles. This failure might reflect an inadequacy of the imaginary potential used
in the low-energy region since, for both models, the imaginary potential involves only
one function of energy for E < 10.5 MeV.
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CHAPTER VI
FOURIER-BESSEL ANALYSIS OF NEUTRON SCATTERING FROM 208pp

A. Introduction

In almost all optical model descriptions of nucleon elastic scattering there is some
residual dependence on the final results from the initial shape or form factor chosen for
each potential. The Woods-Saxon form factor was used in the previous chapter and has
been widely used elsewhere to describe optical potentials for the scattering of nucleons as
well as composite projectiles. The Woods-Saxon form factor, however, contains an
implicit coupling between the surface region and the interior of the potential which could
introduce undesirable constraints in an analysis and obscure information about the true
shape of the nuclear potential. Attempts have been made to improve upon the
Woods-Saxon form factor. Goldberg (Goldberg 1975) has shown that better fits to
o-scattering data could be obtained by using a square of the Woods-Saxon form factor
for the real part of the optical potential or by adding to the Woods-Saxon potential an
extra term which is centered near the nuclear surface. More recently, Clement (Clement
1985) and Leeb (1985) have demonstrated that better fits to d+116Sn and a+40Ca elastic
scattering data, respectively, could be obtained by expanding the real and imaginary
central potentials in terms of a Fourier-Bessel series.

To further study the shape or form factor of the nuclear potential, we have expanded
the n+208Pb optical model potentials in terms of a Fourier-Bessel series. The application
of the Fourier-Bessel method to neutron scattering is straightforward and should yield
direct information on nuclear matter density since the Coulomb interaction is absent in
neutron scattering. The Fourier-Bessel method, however, requires a large number of
high accuracy data points and it was felt that only with the addition of the present
n+208Pb cross section and analyzing power data did we have the quality and quantity of
data required to perform a Fourier-Bessel analysis and even then only in the limited
energy range of 6.0 to 10.0 MeV. To our knowledge the current Fourier-Bessel study of
neutron scattering from 208Pb is unique in that, only two previous attempts have been
made to fit neutron elastic scattering data using the Fourier-Bessel method, and both of
these attempts (Alarcon et al. (Alarcon (1987) and Tornow et al. (Tornow 1982)) were
for neutron scattering from 40Ca.
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B. Fourier-Bessel optical potential

Following Friedman and Batty (Friedman 1978) the conventional Woods-Saxon
form factor employed in phenomenological descriptions of the optical potential was
modified by taking a Fourier-Bessel expansion of the real central potential:

X sin(m/R)
V(@) = VV.fWS(r’RVV’aVV) + Z bn' —I.TT;.—/;_ s (6-1)
n=1 C

where, in the first term of Equation 6-1, fiys is the Woods-Saxon form factor defined in
Chapter 5 and Vy, Ry, =ry, A3 and ay,, are the "best-fit" Woods-Saxon potential
parameters obtained in a conventional optical model search. In the second term of
Equation 6-1, b, are the Fourier-Bessel expansion coefficients determined by a
least-squares fit to the experimental data, N is the number of terms used in the
Fourier-Bessel expansion, and R¢ is a suitably chosen Fourier-Bessel cut-off radius
beyond which the second term in Equation 6-1 vanishes (i.e., for r=R¢ only the first
term or Woods-Saxon part remains).

In the Fourier-Bessel analysis, the extra term given by the Fourier-Bessel series in
Equation 6-1 was not assumed to be small, and no constraints were imposed on the b,
coefficients. In fact, it was possible to obtain excellent fits to the data without including
the Woods-Saxon term in Equation 6-1. However, in this case, lengthy calculations
were required for the least-square fits to converge, and the cutoff of the optical potential
at the Fourier-Bessel cutoff radius was an undesirable feature. It should be noted that
although this Fourier-Bessel method is somewhat analogous to the method used for
analyses of elastic scattering of electrons, in which case the coefficients are directly
related to the charge form factor of the nucleus, neither the number of Fourier-Bessel
terms used in the Fourier-Bessel expansion nor the values of the Fourier-Bessel
expansion coefficients have any direct relation to the charge form factor.

In addition to the real central potential, the imaginary and spin-orbit parts of the
optical potential were also expanded in terms of a Fourier-Bessel series. However,
resulting improvements in total ¥2 were usually small, and it was difficult to assess the
significance of the results. Therefore, only expansions of the real central potential were
examined in detail and are discussed here. In all the cases shown here, an independent
Woods-Saxon form for the imaginary and spin-orbit parts of the potential was used,
while the real central part of the optical potential was parameterized by Equation 6-1.
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The uncertainty AV(r) in V(r) can be calculated from the matrix M :

S sin(mnr/R ) sin(nmr/R )
Aver =D, o - c. c, (6-2)

m,n=1 mTcr/RC mcr/RC

where the matrix M is formed from the partial derivatives of 2 and is given by
M ypn=(Fx2/0bmdby) , and the uncertainty Ab, of parameter b, is defined as
(AbpP=(M T )n? .

To expand the optical model potentials in terms of a Fourier-Bessel series and iterate
on the numerical values of the various parameters, the computer code GOMFIL (written
by H. Leeb, unpublished) was used. This code, however, does not include the
Mott-Schwinger electromagnetic interaction, which causes a large negative analyzing
power at far forward angles and small changes at other angles. To account for this
limitation, it was necessary to adjust the analyzing power data using corrections estimated
with the TUNL version of the optical model code GENOA (which calculates analyzing
powers either with or without the Mott-Schwinger interaction). For all the 208Pb data
shown in this chapter, this adjustment is included.

C. Analysis of scattering data
1. Individual fits

As a first step in the Fourier-Bessel analysis of the 208Pb scattering data, a
conventional complex Woods-Saxon potential was obtained at each energy by a standard
optical model fit to each data set. Using the optical model parameters listed in Table 5.2
of Chapter 5 as a starting point, parameters of the real, imaginary, and spin-orbit
potentials were searched upon to obtain a "best-fit" Woods-Saxon potential at each
individual energy. However, the imaginary spin-orbit potential strength was not
searched upon here and was held fixed to the value obtained from the energy dependent
function discussed in Section C-2 of Chapter 5. After obtaining "best-fit" Woods-Saxon
potentials, Fourier-Bessel searches were begun in which values of both the
Fourier-Bessel coefficients and parameters of the imaginary and real spin-orbit
Woods-Saxon potentials were allowed to vary. Initial values of the Fourier-Bessel
coefficients b, were set to zero and no constraints were imposed on the coefficients. In
these Fourier-Bessel searches, both the underlying Woods-Saxon part (first term in
Equation 6-1) of the real central potential and the strength of the imaginary spin-orbit
potential were held fixed.
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Values of the Fourier-Bessel cutoff radius and the number of Fourier-Bessel
coefficients (R¢c and N, respectively) were determined by systematic searches. Figure
6-1 shows a plot of total ¥? at 8.0 MeV versus number of Fourier-Bessel coefficients N
for several values of the Fourier-Bessel cutoff radius R . As can be seen, the total 2
was rather insensitive to the particular value of R chosen. However, with increasing N
the potential became more flexible and better fits to the data were achieved. Values of N
between § and 10 were found to give adequate fits.

Using 10 Fourier-Bessel coefficients and a Fourier-Bessel cutoff radius of 12 fm
(N=10 and Rc=12 fm, respectively), elastic neutron scattering data for 208Pb at 6.0,
7.0, 8.0, 9.0, and 10.0 MeV were individually fit using a Fourier-Bessel expansion of
the real central potential. In these fits, improvement in values of total ¥? as large as a
factor of 3.5 were achieved in comparison to fits using only a Woods-Saxon form factor
for the real central potential. Fourier-Bessel potentials obtained at each energy are shown
in Figure 6.2 in comparison to the "best-fit" Woods-Saxon potentials. Corresponding
fits to differential cross sections and analyzing powers are shown in Figures 6.3 through
6.7. At each energy, estimated uncertainties in the shape of the real central potential were
obtained using Equation 6-2 and are shown in Figure 6.2 as a series of vertical error
bars. Table 6.1 lists the n+208Pb "best-fit" single energy Woods-Saxon optical model
parameters obtained in the present analysis and parameters obtained when using the
additional Fourier-Bessel term in the description of the real central potential. In Table
6.1, the column labeled 'y2 /N ' is the average chi-square per point for the cross section
data, while the column labeled 'y2 Ay/N p ' is the average chi-square per point for the
analyzing power data.

2. Average fits

In order to ascertain the energy-averaged form factor of the real central potential, a
Fourier-Bessel analysis was performed on the combined 6.0 to 10.0 MeV 208Pb neutron
elastic scattering data set. In this analysis, the same energy-independent Fourier-Bessel
term was added at each energy to an underlying "best-fit" energy-dependent
Woods-Saxon potential. As with the individual fits, the first step was to obtain a
"best-fit" energy-dependent Woods-Saxon potential. Using the optical model parameters
listed in Table 5.2 as a starting point, parameters of the real, imaginary, and spin-orbit
potentials were searched upon to obtain a constant geometry Woods-Saxon potential for
the combined 6.0 to 10.0 MeV data set. In this search, real and imaginary central
potential strengths were allowed to vary linearly as a function of energy, while the
spin-orbit potential strength was forced to be energy independent. Geometries of the
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Comparison of fits to 208Pb neutron elastic 6(0) and Ay(8) data at 7.0 MeV
using a Fourier-Bessel or a Woods-Saxon potential. Tﬁe solid line is a fit
using a Fourier-Bessel potential while the dashed line is the "best-fit"
obtained with a Woods-Saxon potential. The Ay(6) data have been adjusted
to compensate for the effect of the Mott-Schwinger interaction (see Section
B of this chapter).
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obtained with a Woods-Saxon potential. The Ay(6) data have been adjusted
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obtained with a Woods-Saxon potential. The Ay(6) data have been adjusted
to compensate for the effect of the Mott-Schwinger interaction (see Section
B of this chapter).

109



103
o
n
~
L
\g 10°
=
B
10!
10°
1.0
0.5
>
—_ 0.0
<
0.5
-1.0

T T TTTT T T T T T T T T T T TTT§T

T T T T T T AN T T T T T T T T

#%%pb(n,n,)?°Pb
E, = 10.0 MeV

Lol Lo 4 1bi

1

B ST R

b0 gl

Figure 6.7. Comparison of fits to 208Pb neutron elastic 6(6) and Ay(6) data at 10.0

MeV using a Fourier-Bessel or a Woods-Saxon potential. The solid line is
a fit using a Fourier-Bessel potential while the dashed line is the "best-fit"
obtained with a Woods-Saxon potential. The Ay(0) data have been adjusted
to compensate for the effect of the Mott-Schwinger interaction (see Section
B of this chapter).

110



Table 6.1

Parameters obtained in "best-fit" single-energy Woods-Saxon (W-S)
optical model searches and parameters obtained when using an
additional Fourier-Bessel (F-B) term in the description of
the real central potential for n+208Pb elastic scattering

E, MeV) 6.0 MeV 7.0 MeV 8.0 MeV 9.0 MeV 10.0 MeV
WS FB WS FB WS FB WS FB W-S FB
Vy (MeV) 43.393 43.3932)43.842 43.8422)43.782 43.7822)44.635 44.635044.929 44.9292)
ryv  (fm) 1286 1.286% 1265 1265 1262 1.262% 1237 12372 1230 1.230%
ay (fm) 0.652 0.652%) 0.675 0.675® 0.681 0.6812 0.732 0.732® 0.717 0.717®
Ws (MeV) 7377 8.149 7.268 5870 8482 6276 8303 9.435 7.173 7.612
n (fm) 1325 1286 1307 1309 1305 1257 1282 1286 1.284 1292
ay (fm) 0348 0.350 0.398 0.441 0.389 0471 0.438 0420 0.510 0470
Vso MeV) 6.764 6.733 5.664 6962 5545 5819 6931 7.541 6.830 6.687
rso (fm) 1244 1216 0.958 0919 1013 0902 1220 1205 1.182 1.164
aso (fm) 0349 0343 0437 0327 0587 0.484 0489 0.482 0.531 0.560
Wso MeV) 0.504P) 0.504P) 0.488P) 0.488P) 0.472D) 0.472D) 0.456P) 0.456P) 0.440P) 0.440b)
Rc (fm) — 12000 - 12000 — 12000 — 12000 —  12.000
b1 — 3232 — 0293 -  -1729 — 2177 — 1.357
by — 2326 — 6187 — 11990 —  -8688 — 2176
b3 — 14315 — 3863 — 4365 — 6232 —  -4.965
by — 5594 — -17.124 — 20984 — 16955 - 1.628
bs — 23362 — 7604 — 2855 — 6.066 — 6821
bs — 0767 — 19855 — 22760 — -17.706 —  -1.856
b7 — 24181 — 4708 — 4678 —  -1.042 -  -3.589
bg — 22157 — -19.944 — .18914 — 12437 — 2781
bgy — 14545 — 6670 — 2044 — 5232 — 3061
b1o — 6713 — 12696 — 8.442  — 1.046 - 3.414
x2/N 891 363 368 101 364 141 524 245 904 7.01
1A JN 662 362 570 180 505 136 546 417 1129 6.79

2) In the Fourier-Bessel descriptions, parameters of the underlying Woods-Saxon part of the real central
potential were not searched upon and were held fixed to their "best-fit" values.
b) In both the "best-fit" Woods-Saxon and Fourier-Bessel searches, the imaginary spin-orbit potential
strength was not searched upon and was held fixed to the value obtained from the energy dependent
function discussed in Section C-2 of Chapter 5.
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real, imaginary, and spin-orbit potential were required to be energy-independent. As in
the individual fits, the imaginary spin-orbit potential strength was not searched upon and
was held fixed to the linear energy dependent function listed in Table 5.2.

After obtaining a "best-fit" energy-dependent Woods-Saxon potential, a
Fourier-Bessel search was initiated using a Fourier-Bessel cutoff radius of 12 fm (Rc=12
fm) and 10 Fourier-Bessel coefficients (N=10). As with the individual fits, initial
values of the Fourier-Bessel coefficients b, were set to zero and no constraints were
imposed. In this search, both the underlying Woods-Saxon part of the real central
potential and the strength of the imaginary spin-orbit potential were held fixed while
parameters of the imaginary central potential and real spin-orbit potential were allowed to
vary. After searching, an improvement in total ¥? of approximately 15% was obtained
for the n+208Pb data set when using a Fourier-Bessel description of the real central
potential as opposed to the analysis using a conventional Woods-Saxon form factor. The
Fourier-Bessel potentials and associated potential uncertainties obtained at each energy
are shown in Figure 6.8 in comparison to the "best-fit" energy-dependent Woods-Saxon
potentials. Corresponding fits to differential cross sections and analyzing powers are
shown in Figures 6.9 and 6.10. The estimated uncertainty in the shape of the real central
potential was obtained using Equation 6-2 and is shown at each energy in Figure 6.8 as a
series of vertical error bars. Table 6.2 lists the n+208Pb "best-fit" energy-dependent
Woods-Saxon parameters obtained in the present analysis and parameters obtained when
using the additional Fourier-Bessel term in the description of the real central potential. In
Table 6.2 the column labeled 'y? ' is the total chi-square from 6.0 to 10.0 MeV.

D. Summary of the Fourier-Bessel analyses of neutron scattering from 208Pb

In optical model fits to n+208Pb data, improvements in total 2 as large as a factor
of 3.5 were observed for individual fits when using a Fourier-Bessel description of the
real central potential as opposed to analyses using a conventional Woods-Saxon form
factor. In these individual fits, radial distributions of the potentials were also seen to
deviate significantly from Woods-Saxon shapes. These large deviations could be caused
by small systematic discrepancies in the data or by an insensitivity of the scattering
observables to the shape of the real central potential for small radii.

In a Fourier-Bessel analysis of the combined 6.0 to 10.0 MeV n+208Pb elastic
scattering data set, in which the same energy-independent Fourier-Bessel term was added
at each energy, improvements in total ¥? were small when compared to the optical model
analysis using conventional Woods-Saxon form factors, and radial distributions of the
real central potentials deviated only slightly from Woods-Saxon shapes. It is interesting
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Table 6.2

Parameters obtained in a "best-fit" energy-dependent Woods-Saxon (W-S)
optical model search and parameters obtained when using an additional
Fourier-Bessel (F-B) term in the description of the real
central potential for n+208Pb elastic scattering

W-S F-B
Vy (MeV) 46.674 - 0.293-E 46.674 - 0.293-E2)
ry  (fm) 1.253 1.253%)
ay (fm) 0.674 0.674%
Ws (MeV) 2.632 + 0.592.E 3.245 + 0.485-E
n  (fm) 1.291 1.284
ap  (fm) 0.441 0.447
Vso (MeV) 6.334 6.259
rso (fm) 1.166 1.142
aso (fm) 0.529 0.551
Wso (MeV) 0.600 - 0.016-EP) 0.600 - 0.016-EP)
Rc (fm) — 12.000
b1 — -0.771
b2 — 2.758
b3 — 2.010
b4 — -4.066
bs — 0.037
bs — 8.060
b7 — -1.683
bg - -2.745
by — -0.895
bio - 1.024
%2 4574 3911

) In the Fourier-Bessel descriptions, parameters of the underlying Woods-Saxon part of the real central
potential were not searched upon and were held fixed to their "best-fit" values.

b) In both the "best-fit" Woods-Saxon and Fourier-Bessel searches, the imaginary spin-orbit potential
strength was not searched upon and was held fixed to the linear energy dependent function discussed in
Section C-2 of Chapter 5.
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to note, however, that the general shape of the real central potential obtained from this
energy-averaged Fourier-Bessel analysis is similar to the 208Pb charge distribution,
determined from high-momentumn-transfer electron scattering (Frois 1977), in that a small
surface peaking of the potential is observed between 4.0 and 5.0 fm.

In both individual and energy averaged fits, estimated potential uncertainties indicate
that the real central potential is rather poorly determined in the nuclear interior but seems
to be well determined near the nuclear surface. This agrees with commonly accepted
knowledge that low-energy neutron scattering data are rather insensitive to the nuclear
interior.

In summary, when the Fourier-Bessel method is applied to the real central potential,
much better descriptions of n+208Pb elastic scattering data can be obtained than analyses
performed when using only a Woods-Saxon form factor. Although the improvement in
fits, in both the individual and energy averaged cases, is partly due to an increased
number of parameters or degrees of freedom, the Fourier-Bessel method indicates that a
different shape or form factor for the real central potential can greatly improve the quality
of fits to neutron scattering data.
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CHAPTER VII
SUMMARY

Differential cross sections and analyzing powers have been obtained for the
scattering of neutrons from the ground and first excited states of 208Pb. These new
measurements include differential cross sections for elastic and inelastic neutron
scattering at 8.0 MeV, and analyzing powers for elastic and inelastic neutron scattering at
6.0, 7.0, 8.0, 9.0, and 10.0 MeV. All data were obtained using the Triangle Universities
Nuclear Laboratory (TUNL) pulsed beam facility and time-of-flight spectrometer. The
data have been corrected for the effects of finite geometry, flux attenuation, and multiple
scattering. At 6.0 and 7.0 MeV the elastic scattering analyzing power data were adjusted
for compound nucleus contributions using the observed cross sections and calculated
compound nucleus cross sections reported by Annand ez al. (Annand 1985). Although
the cross sections and analyzing powers for inelastic neutron scattering from 208Pb were
not used in the present analyses, they would be appropriate for future descriptions of
n+208Pb scattering in the coupled-channels formalism.

The present n+208Pb elastic scattering data have been combined with the differential
cross section and analyzing power data previously measured at TUNL (Floyd 1981),
differential cross section data from Ohio (Annand 1985, Finlay 1984, and Rapaport
1978) and Michigan State University (DeVito 1979), and total cross section data (Larson
1980) to obtain a detailed and high accuracy data set for neutron elastic scattering from
208pb from 4.0 to 40.0 MeV. This comprehensive n+208Pb data set has been described
using the spherical optical model in which constant geometry fits, energy-dependent
geometry fits, and fits incorporating the dispersion relation were performed.

Using a conventional constant geometry optical model, it was possible to obtain an
excellent description of the entire n+208Pb 4.0 to 40.0 MeV data set. While small
systematic discrepancies in the fits occurred at backward angles of both the cross section
and analyzing power data, the current constant geometry optical model potential
represents a considerable improvement in quality of fit over the previous conventional
n+208Pb optical model work of Annand ez al. (Annand 1985) and Finlay ez al. (Finlay
1984).

In addition to the constant geometry potential obtained, an optical model potential in
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which the geometries of the real and imaginary central potentials varied linearly with
energy was obtained and compared to the energy-dependent geometry potential of
Annand et al. (Annand 1985). While a reduction in total }? of approximately 6% to the
4.0 to 40.0 MeV n+208Pb data set was achieved in these energy-dependent geometry fits
in comparison to constant geometry fits, we are reluctant to introduce four new energy
dependences into a model already laden with parameters.

In order to extrapolate the real central potential to negative energies and so further
test energy dependences by comparing predicted single-particle bound state energies to
experimentally reported values, we have also utilized the dispersion relation in analyzing
the n+208Pb data set. Using a simple, fixed geometry model, in which the Hartree-Fock
potential had an exponential energy dependence, we were able to obtain a reasonable
description of the 4.0 to 40.0 MeV n+208Pb scattering data set and predict single-particle
bound state energies that were in good agreement with experimental observations. In
general, however, the present dispersion relation model is only a slight improvement over
the n+208Pb dispersion relation model reported by Johnson et al. (Johnson 1987). Both
models are limited in the low-energy region (4.0 to 10.0 MeV), in that predicted
differential cross sections do not fit the data well at large scattering angles.

Although the overall description of the elastic n+208Pb scattering data was
reasonably good using the various optical potentials, small systematic discrepancies
remained at the backward angles for both the cross section and analyzing power, and no
optical model solution based on conventional Woods-Saxon form factors was found
which could describe all of the details seen in the scattering data. To relax the constraint
of having a Woods-Saxon form factor, the real central part of the optical model potential
was modified using a Fourier-Bessel expansion of the real central potential. Individual
fits at 6.0, 7.0, 8.0, 9.0, and 10.0 MeV and fits to the combined 6.0 to 10.0 MeV 208pp
data set were performed using a Fourier-Bessel expansion of the real central potential and
compared to analyses using a conventional Woods-Saxon form factor.

In individual fits, improvements in ¥2 as large as a factor of 3.5 were observed
when using a Fourier-Bessel description of the real central potential as opposed to a
conventional Woods-Saxon form factor. However, in a Fourier-Bessel analysis of the
combined 6.0 to 10.0 MeV n+208Pb elastic scattering data set, in which the same
energy-independent Fourier-Bessel term was added at each energy, improvements in y?
were small when compared to optical model analyses using conventional Woods-Saxon
form factors, and radial distributions of the real central potentials deviated only slightly
from Woods-Saxon shapes. Nevertheless, when the Fourier-Bessel method is applied to
the real central potential, much better descriptions of n+208Pb elastic scattering data can
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be obtained than in analyses performed when using only a Woods-Saxon form factor.

In addition to the 208Pb data obtained, differential cross sections for elastic neutron
scattering from 12C and for inelastic neutron scattering from the first excited state of 12C
(Jr =2+ Q =-4.439 MeV) were measured at 11.01 and 13.76 MeV to provide a
confirmation of the 11.05 and 13.75 MeV calibration data obtained at
Physikalisch-Technische Bundesanstalt (PTB), Braunschweig, Federal Republic of
Germany. These PTB results are in disagreement with the 12C cross section evaluation
reported in ENDF/B-V (Evaluated Nuclear Data File, Library B, Version V, National
Neutron Cross Section Center, Brookhaven National Laboratory, USA) and call into
question earlier data obtained at TUNL and Bruyeres-le-Chatel. Legendre polynomial
expansion coefficients were derived from fits to our data and compared to polynomial
coefficients derived by PTB from their calibrated data. Our polynomial coefficients for
elastic neutron scattering from 12C are in close agreement with the PTB findings and
indicate a possible need for revising the ENDF/B-V evaluation. However, our
polynomial coefficients for inelastic neutron scattering from 12C seem to disagree with
the PTB results. A more accurate comparison of the 12C differential cross section data
can be made when the actual PTB data are released and can supplement the current

Legendre polynomial coefficients.
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APPENDIX A
DIFFERENTIAL CROSS SECTION TABULATIONS
Cross section data measured by the present author are tabulated in this appendix.
Coefficients calculated from Legendre polynomial fits to the data and various parameters

associated with the fits and experiment are also presented. The procedure for the data
analysis is described in chapter IV. The following equation was used to fit the data:

G(O.E) = Y A(E)P(cos6) (A-1)
=0

n

O.

_ 4mt a, + Z (2l+1).al(E).Pl(cose)
T =1

where the parameters of the fits and symbols used in the tables are defined as follows:

[-Value - order of the Legendre polynomial in the expansion.
A - M coefficient A)(E) of the Legendre polynomial expansion.
AA; - absolute uncertainty in the coefficient Ay (E).
Oint - integrated differential cross section over a 4 solid angle, obtained by
integrating the fits to the cross section over 4.
ay - reduced expansion coefficients in ENDF/B-V form, defined to be:
ag=1
a;= A;/Ap(21+1)
Aa; - absolute uncertainty in the reduced coefficient a;.
Olap - experimental laboratory angle at which the center of the detector viewed
the center of the sample.
o(01,p) - normalized differential cross section as measured in the laboratory,

before corrections for multiple scattering, finite geometry, attenuation,

and detector efficiency.
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Aoy, - absolute error of 6(8),,). This error does not include uncertainties due

to data normalization.

.. - reaction angle in the center-of-mass system.
o(6. m) - corrected differential cross section in the center-of-mass system.
AG. ., - absolute error of 6(6. ,, ). This error does not include uncertainties
due to data normalization.
%Dev. -  percentage deviation of the calculated cross section from the
experimental value.
x2 - %2 per point for the calculation at that angle.
F-Test - integral probability
Pe(EY, 1) = | PEy,pat
F
where y; and 9 are the respective degrees of freedom.
F-value -
22
F-value = Fx = x—nl—zﬁ (N-n-1)
Xn

where N is the number of data points, and # is the number of terms in
the fit.

The ot values for 12C at 11.01 MeV and 13.76 MeV are from ENDF/B-V. The Pb
total cross section value at 8.0 MeV is the energy averaged MtPb value obtained from
Larson et al. (Larson 1980). The calculated Wick's Limits and accompanying
uncertainties are based on the o values used. The zero degree cross sections are

calculated from the fits to the data.
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12C NEUTRON ELASTIC SCATTERING CROSS SECTIONS

Neutron Energy * Energy Spread
Excitation Energy (JT)

Total Cross Section

Integrated Cross Section
Calculated Wick's Limit

Zero Degree Cross Section

11.010 £0.118 MeV
0.000 MeV (0%)
1.396 £ 0.070 barns
0.735 = 0.006 barns
604.480 £ 60.4 mb/sr
518.350 + 3.57 mb/sr

Normalization Uncertainty 3.000 %
Chi-square/degree-of-freedom 0.761
[-Value A AA,; ay Aay F-Value F-Test
0 58.47 0.495 1.00000 0.00000 20.000 0.472
1 104.89 1.309 0.59800 0.00746 0.503 0.473
2 130.02 1.769 0.44473 0.00605 2711 0.474
3 129.73 1.780 0.31698 0.00435 22.483 0.475
4 69.28 1.580 0.13165 0.00300 131.983 0.476
5 21.19 1.187 0.03295 0.00185 162.311 0.478
6 4.77 0.774 0.00627 0.00102 36.671 0.479
Uncorrected Corrected Calculation
Olab 6®ap)  ACy Ocm. O(Ocm) AScm. O0Ocm) %Dev. 2
20.0  314.29 2.23 21.8 363.55 9.80 369.08 -1.5 0.32
25.0  266.15 1.72 27.0 310.32 8.34  305.54 1.5 0.33
28.0  224.27 1.46 30.1 262.69 7.07 266.60 -1.5 0.31
30.0 208.58 1.38 32.2 245.17 6.61 240.99 1.7 040
35.0 153.06 1.09 37.4 181.15 493 180.23 0.5 0.03
40.0 106.29 0.82 42.6 126.98 3.50 126.96 0.0 0.00
50.0 40.71 0.29 52.9 49.39 1.39 50.56 -24 0.71
60.0 11.70 0.14 63.2 13.51 0.44 1376  -1.8  0.30
65.0 7.07 0.11 68.8 7.10 0.26 6.84 3.7 1.03
70.0 5.95 0.10 74.7 6.21 0.23 6.25 -0.7 0.03
75.0 7.66 0.12 80.2 9.26 0.31 9.35 -0.9 0.07
80.0 10.59 0.14 85.2 13.30 0.42 1359  -22 0.51
90.0 17.33 0.18 95.0 22.18 0.49 21.95 1.1 0.23
100.0 21.06 0.18 104.7 26.70 0.41 2693 -09 0.31
110.0 22.09 0.20 1144 28.00 0.32 27.52 1.7 224
120.0 19.05 0.18 1239 24.38 0.27 2461 -09 0.69
130.0 15.22 0.14 1333 19.63 0.26 1977  -0.7 0.29
140.0 11.71 0.15 142.7 14.76 0.28 14.65 0.7 0.14
150.0 9.32 0.14 152.0 10.76 0.27 10.58 1.7  0.46
159.0 7.98 0.16 160.3 8.15 0.26 828 -1.5 022
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12C NEUTRON INELASTIC SCATTERING CROSS SECTIONS

Neutron Energy * Energy Spread
Excitation Energy (JT)

Integrated Cross Section

Zero Degree Cross Section

11.010 £0.118 MeV

0.364 £0.002 barn
87.610 £ 1.13 mb/sr

-4.439 MeV (2+)

Normalization Uncertainty 3.000 %
Chi-square/degree-of-freedom 0.735
[-Value Al AAI a Aal F-Value F-Test
0 28.940 0.194 1.00000 0.00000 19.000 0.473
1 17.017 0.409 0.19601 0.00471 2.139 0.474
2 27.907 0.515 0.19286 0.00356 167.581 0.475
3 9.806 0.571 0.04841 0.00282 98.159 0.476
4 3.942 0.698 0.01514 0.00268 43.476 0.478
Uncorrected Corrected Calculation
B1ap 0Oy A0y Oem. 0Ocm) ACcm. O(0cm) %Dev. X
20.0 81.26 0.70 22.5 71.03 1.99 73.64  -3.7 1.73
25.0 74.20 0.67 27.8 65.94 1.86 67.17 -1.9 0.44
28.0 68.77 0.61 31.1 61.53 1.74 6299 -24 0.71
30.0 68.33 0.61 33.2 61.63 1.74 60.14 2.4 0.73
35.0 60.09 0.56 38.6 54.95 1.57 52.93 3.7 1.65
40.0 52.22 0.51 44.0 48.33 1.40 45.90 5.0 3.02
50.0 35.96 0.27 54.7 33.86 0.97 33.50 1.1 0.14
60.0 24.85 0.21 65.3 23.81 0.70 2446  -2.7 0.87
65.0 21.65 0.19 70.6 21.00 0.62 21.32 -1.5 0.27
70.0 19.36 0.17 75.8 19.17 0.56 19.08 0.5 0.03
75.0 17.27 0.17 81.0 17.42 0.53 17.58 -0.9 0.10
80.0 16.00 0.18 86.2 16.68 0.51 16.75 -0.4 0.02
90.0 15.41 0.18 96.3 16.88 0.52 16.51 2.2 0.51
100.0 15.21 0.16 106.2 17.75 0.53 17.51 1.4 0.22
110.0 15.86 0.18 116.0 19.15 0.58 19.22 -0.4 0.02
120.0 17.36 0.18 125.5 21.11 0.65 21.41 -1.4  0.21
130.0 19.97 0.17 1348 23.93 0.73 2396 -0.1 0.00
140.0 22.34 0.20 144.0 26.37 0.83 26.73 -1.3 0.18
150.0 25.72 0.23 153.0 29.56 0.93 29.44 0.4 0.02
159.0 27.81 0.28 161.0 31.97 1.01 31.56 1.3 0.17
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12C NEUTRON ELASTIC SCATTERING CROSS SECTIONS

Neutron Energy * Energy Spread

Excitation Energy (JT)

Total Cross Section

Integrated Cross Section
Calculated Wick's Limit

Zero Degree Cross Section

13.759 £0.091 MeV
0.000 MeV (0+)
1.306 £ 0.065 barns
0.858 +0.007 barn
661.110 £66.1 mb/sr
607.180 +4.62 mb/sr

Normalization Uncertainty 3.000 %
Chi-square/degree-of-freedom 0.796

[-Value A AA, ay Aa; F-Value = F-Test

0 68.30 0.575 1.00000 0.00000 19.000 0.473

1 114.50 1.509 0.55880 0.00737 0.464 0.474

2 143.38 2.117 0.41984 0.00620 0.099 0.475

3 140.63 2.208 0.29412 0.00462 4.768 0.476

4 102.19 2.216 0.16624 0.00360  248.741 0.478

5 28.84 1.742 0.03838 0.00232 55.332 0.479

6 9.33 1.195 0.01051 0.00135 61.105 0.480

Uncorrected Corrected Calculation

O1ab 6(0p)  AClp Ocm,  0(0cm) ACcm. 0(6cm) %Dev. x?
20.0 365.25 2.78 21.7 438.39 1191 420.72 4.0 220
25.0 286.16 2.19 26.9 346.48 9.45 342.56 1.1 0.17
28.0 240.08 2.17 30.0 291.88 8.12 29528 -1.2 0.18
30.0 216.87 1.74 32.1 264.63 7.29 264.50 0.0 0.00
35.0 152.26 1.32 37.3 187.07 5.24 192.70  -3.0 1.15
40.0 103.43 0.98 42.5 128.08 3.68 131.60 -2.7 091
50.0 39.81 0.48 52.9 48.70 1.56 49.04 -0.7 0.05
60.0 15.51 0.27 63.7 16.32 0.65 15.92 2.5 0.38
65.0 13.22 0.27 69.4 14.15 0.58 13.71 3.1 0.55
70.0 14.12 0.19 74.8 16.39 0.57 1694 -34 094
80.0 21.26 0.21 85.0 26.84 0.82 27.55 -27 0.77
90.0 27.93 0.36 94.8 35.54 1.02 34.78 2.1 0.57
100.0 27.80 0.24 104.6 35.32 0.65 35.19 0.4 0.04
110.0 24.11 0.39 114.2 30.51 0.59 30.02 1.6 0.68
120.0 18.01 0.19 123.8 22.41 0.27 22,55 -0.6 0.25
130.0 13.53 0.18 1333 16.54 0.29 16.59 -0.3 0.03
140.0 12.39 0.28 1429 15.63 0.48 15.42 1.3 0.19
150.0 15.08 0.19 1523 20.29 0.50 20.05 1.2 0.24
159.0 19.37 0.23 160.5 2691 0.69 2733 -1.6 0.36
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12C NEUTRON INELASTIC SCATTERING CROSS SECTIONS

Neutron Energy + Energy Spread
Excitation Energy (JT)

Integrated Cross Section

Zero Degree Cross Section

13.759 £0.091 MeV
-4.439 MeV (2+)

0.177 £0.001 barn
36.90 £ 0.65 mb/sr

Normalization Uncertainty 3.000 %
Chi-square/degree-of-freedom 3.184

[-Value A AA, ay Aa; F-Value F-Test

0 14.099 0.116 1.00000 0.00000 18.000 0.474

1 9.310 0.221 0.22011 0.00522 7.204 0.475

2 11.283 0.282 0.16005 0.00400  236.930 0.476

3 2.508 0.346 0.02541 0.00350 23.435 0.478

4 -0.298 0.403 -0.00235 0.00317 0.172 0.479

Uncorrected Corrected Calculation

O1ab 6@y ACp Bcm.  0Bcm) AScm ©0cm) %Dev.
20.0 34.19 0.59 22.4 31.42 1.02 3291 -48 2.15
25.0 31.35 0.53 273 28.74 0.93 3095 -7.7 5.60
28.0 32.92 0.63 30.9 30.21 1.02 29.63 1.9 032
30.0 31.51 0.52 33.1 28.80 0.93 28.71 0.3 0.01
35.0 30.04 0.50 38.4 27.57 0.89 26.29 46 2.09
40.0 28.03 0.47 43.8 25.87 0.84 23.78 8.1 6.25
50.0 22.08 0.38 54.4 20.56 0.69 18.79 8.6 6.61
60.0 15.18 0.29 64.9 14.27 0.52 1438 -0.8 0.04
65.0 12.54 0.28 70.1 11.97 0.47 12.57 -5.0 1.61
70.0 10.82 0.19 75.3 10.43 0.39 11.01 -56 221
80.0 8.48 0.16 85.7 8.38 0.32 8.87 -5.8 230
90.0 8.49 0.23 95.9 8.43 0.37 7.96 5.5 1.58
100.0 8.73 0.15 1059 8.46 0.30 8.04 5.0 2.00
110.0 9.48 0.28 115.5 9.25 0.40 8.76 5.3 1.49
120.0 10.06 0.16 125.1 9.88 0.33 9.78 1.0 0.09
130.0 10.49 0.17 1344 10.12 0.35 10.84 -7.1  4.29
140.0 11.46 0.27 143.7 11.08 0.44 11.76  -62 242
150.0 12.99 0.19 152.8 12.42 0.42 1246 -0.3 0.01
159.0 14.30 0.21 160.8 13.73 0.45 12.88 6.2 3.51
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208ph NEUTRON ELASTIC SCATTERING CROSS SECTIONS AT 8 MeV

Neutron Energy + Energy Spread

Excitation Energy (JT)
Total Cross Section

Integrated Cross Section
Calculated Wick's Limit

Zero Degree Cross Section

7.970 £0.180 MeV
0.000 MeV (0t)
5.522 +0.276 barns
2.785 £0.030 barn
7391.550 £739.2 mb/sr
6078.480+36.45 mb/sr

Normalization Uncertainty 3.000 %
Chi-square/degree-of-freedom 1.997
[-Value A AA, a Aay F-Value F-Test
0 221.61 2.353 1.00000 0.00000 32.000 0.464
1 476.57 6.774 0.71683 0.01019 13.661 0.465
2 636.55 10.166 0.57447 0.00917 0.399 0.466
3 759.20 12.907 0.48940 0.00832 5.422 0.466
4  839.89 14.179 0.42110 0.00711 4.723 0.466
5 788.50 14.998 0.32346 0.00615 3.047 0.466
6 676.02 13.806 0.23465 0.00479 15.411 0.467
7 51238 12.785 0.15414 0.00385 3.457 0.468
8 512.39 10.269 0.13601 0.00273 0.010 0.469
9  406.73 8.631 0.09660 0.00205 15.738 0.469
10 21045 5.771 0.04522 0.00124  316.126 0.470
11 38.19 3.704 0.00749 0.00073 48.022 0.471
Uncorrected Corrected Calculation
O1ab 6®uy) AClp Ocm. 6Ocm) AScm OOcm) %Dev. ?
16.0 195270 19.23 16.0 3134.62 89.43 2965.53 5.4 357
20.0 1268.21 1245 19.7 2062.62 59.51 1997.76 3.1 1.19
240 717.11 6.77 23.5 116429 3444 120593 -3.6 1.46
28.0  392.99 3.56 27.3 62623 1923  650.52 -39 1.60
32.0 227.16 2.14 31.5 319.81 1040 32650 -2.1 041
34.0 186.04 0.87 3377  245.04 7.74 24491 0.1 0.00
36.0 163.30 1.49 36.0 210.54 6.99  206.71 1.8 0.30
40.0 149.18 1.26 40.2  205.63 6.60  199.02 3.2 1.00
45.0 138.32 0.86 45.1 204.00 6.18 199.92 20 0.44
50.0 99.81 0.80 49.6 152.64 474 159.92 -48 236
55.0 61.04 0.57 54.1 94.85 3.25 92.49 25 053
60.0 27.07 0.41 59.3 28.99 1.37 30.10  -3.8 0.66
65.0 30.80 0.39 66.2 37.29 1.62 35.56 46 1.14
70.0 60.90 0.60 71.0 92.72 3.12 88.51 45 1.82
75.0 86.15 0.70 75.5 131.04 399 13838 -5.6 3.38
80.0 100.12 0.81 80.1 151.98 4.52 160.44 -5.6 351
85.0 93.51 0.74 84.8 142.01 424 14395 -1.4 0.21
90.0 65.71 0.63 89.5 99.33 3.14 10093 -1.6 0.26
95.0 40.57 0.38 94.2 58.11 2.00 54.58 6.1 3.11
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Uncorrected Corrected Calculation

O1ab 60y  ASy Bcm. OBcm) AScm. ©Ocm) %Dev. x?

100.0 22.23 0.24 99.5 24.85 1.00 24.27 2.3 0.33
105.0 19.30 0.28 105.4 22.53 0.94 23.66 -5.0 1.44
110.0 26.92 0.37 110.5 37.49 1.37 38.42 -2.5 0.47
115.0 36.37 0.44 1152 52.47 1.75 51.14 2.5 0.58
120.0 40.91 0.46 120.0 59.09 1.91 55.65 5.8 3.25
125.0 36.28 0.44 1248 51.82 1.70 51.81 0.0 0.00
130.0 30.98 0.40 129.7 43.52 1.48 4322 0.7 0.04
135.0 22.58 0.33 134.5 31.14 1.12 33.37 -7.1 3.98
140.0 18.19 0.31 1394 24.22 0.96 23.80 1.8 0.20
145.0 13.02 0.25 1443 15.78 0.72 15.11 4.3 0.86
150.0 9.50 0.15 149.6 924 0.45 926 -0.3 0.00
155.0 10.85 0.23 1554 12.64 0.63 13.03 -3.1 0.39
160.0 20.93 0.32 160.4 29.34 1.12 28.72 2.1 0.31
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208pb NEUTRON INELASTIC SCATTERING CROSS SECTIONS AT 8 MeV

Neutron Energy *+ Energy Spread
Excitation Energy (JT)

Integrated Cross Section

Zero Degree Cross Section

7.970 £0.180 MeV
-2.614 MeV (3-)

0.093 £0.001 barn
8.040 £ 0.34 mb/sr

Normalization Uncertainty 3.000 %
Chi-square/degree-of-freedom 1.999
[-Value A AA, ay Aay F-Value F-Test
0 7.362 0.076 1.00000 0.00000 28.000 0.466
1 2.853 0.126 0.12918 0.00571 145.094 0.466
2 -0.354 0.189 -0.00962 0.00514 0.322 0.467
3 -1.824 0.241 -0.03540 0.00468 28.567 0.468
Uncorrected Corrected Calculation
O1ab 6Oy A0y Bcm.  Ocm) AScm 60cm) %Dev. x?
28.0 6.48 0.44 28.4 8.52 0.73 894 -49 0.33
32.0 7.01 0.41 32.3 9.10 0.63 9.13  -0.3 0.00
34.0 7.29 0.19 34.3 9.03 0.31 9.22 -21 040
36.0 7.42 0.34 36.3 9.17 0.53 931 -15 0.07
40.0 7.98 0.33 40.3 9.79 0.52 9.47 3.3 0.39
45.0 8.46 0.28 45.2 10.32 0.45 9.62 6.8 245
50.0 7.90 0.27 50.2 9.56 0.44 9.70 -1.6 0.12
55.0 9.24 0.27 55.2 11.08 0.43 9.71 124 10.06
60.0 7.56 0.29 60.1 9.03 0.46 9.63 -6.7 1.68
65.0 7.87 0.29 65.1 9.37 0.47 9.46 -1.0 0.04
70.0 6.50 0.30 70.1 7.86 0.47 9.20 -17.1  8.08
75.0 7.21 0.32 75.0 8.66 0.50 887 -2.4 0.17
80.0 6.36 0.30 80.0 7.64 0.47 8.47 -109 3.13
85.0 6.95 0.33 85.0 8.35 0.53 8.02 4.0 0.39
90.0 5.77 0.25 90.0 6.81 0.40 7.54 -10.7 3.34
95.0 6.39 0.23 95.0 7.53 0.38 7.05 6.3 1.58
100.0 6.15 0.18 100.0 7.16 0.29 6.58 8.1 4.06
105.0 5.54 0.22 105.0 6.42 0.35 6.14 43 0.63
110.0 5.85 0.23 109.9 6.64 0.37 575 133 571
115.0 4.40 0.21 1149 5.03 0.34 543  -8.0 1.43
120.0 4.68 0.22 1199 5.29 0.35 5.18 2.0 0.09
125.0 3.93 0.20 1249 4.47 0.32 5.02 -12.2 293
130.0 4.22 0.22 1299 4.75 0.35 494 -40 0.29
135.0 4.17 0.24 1349 4.67 0.37 493 -56 049
140.0 4.26 0.22 1399 4.73 0.36 499 -56 0.5
145.0 4.50 0.21 1449 4.99 0.33 5.11  -23  0.11
150.0 4.83 0.15 149.8 5.39 0.25 5.26 2.5 0.28
155.0 4.85 0.25 154.7 5.45 0.40 5.42 0.5 0.00
160.0 5.31 0.25 159.6 6.03 0.41 5.59 7.4 1.19
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APPENDIX B
ANALYZING POWER TABULATIONS

Analyzing power data measured by the present author and by Floyd (Floyd 1981)
are tabulated in this appendix. Coefficients calculated from associated Legendre
polynomial fits to the product of analyzing powers and differential cross sections and
various parameters associated with the fits and experiment are also presented. The
procedure for the data analysis is described in chapter IV. The following equation was
used to fit the data:

A (0.E)G(8.E) =) , B(E)-P)(cose) (B-1)
=1

where o(8) used in calculating the fits was determined from Legendre polynomial fits to
o(0) data. Other parameters and symbols used in the tables are defined as follows:

[-value - order of the Legendre polynomial in the expansion.
By - [Ihcoefficient B)(E) of the associated Legendre polynomial expansion.
AB; - absolute uncertainty in the coefficient B)(E) .
Ratio - ByKE)/B;(E)
Olap -  experimental laboratory angle at which the center of the detector viewed
the center of the sample.
Ay(B1p) - analyzing power as measured in the laboratory before corrections for
multiple scattering, finite geometry, and attenuation.
AAyiap, - absolute error of Ay(6),p). This error does not include normalization
uncertainties.
O.m. - scattering angle in the center-of-mass system.
Ay(Oc_m.) - corrected analyzing power in the center-of-mass system:.
AAg.m - absolute error of Ay(6 ). This error does not include normalization
uncertainties.
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Dev.

F-Test

F-value

absolute deviation of the calculated analyzing power from the
experimental value.

2 per point for the calculation at that angle.

integral probability

Po(EsY, 1) = | Piiy, p)ar
F

where ;7 and 7y, are the respective degrees of freedom.

I
a
—
1
=
~~
z
2
—
~—

F-value = F
X

where N is the number of data points, and # is the number of terms in
the fit.
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208pb NEUTRON ELASTIC SCATTERING ANALYZING POWERS AT 6 MeV

Neutron Energy + Energy Spread

5.969 £0.353 MeV

Excitation Energy (JT) 0.000 MeV (01)
Normalization * Calibration Error 1.000 £0.030
Chi-square/degree-of-freedom 0.927
[-Value B, AB; Ratio F-Value F-Test
1 -19.9884 0.7425 1.0000 32.000 0.464
2 -4.2187 0.7101 0.2111 0.002 0.465
3 -0.5264 0.8098 0.0263 0.284 0.466
4 -5.8438 0.7851 0.2924 0.254 0.466
5 -7.7693 0.7784 0.3887 2.921 0.466
6 -2.9630 0.7271 0.1482 4.594 0.466
7 3.6186 0.6570 -0.1810 25.339 0.467
8 -5.8602 0.5511 0.2932 1.103 0.468
9 -6.5517 0.4773 0.3278 0.000 0.469
10 -6.1444 0.3655 0.3074 331.393 0.469
11 0.6440 0.2402 -0.0322 3.584 0.470
Uncorrected Corrected Calculation
O1ab Ay(elab) AAylab O¢.m. Ay(ec.m.) AAyc.m. Ay(ec.m.) Dev. X2
16.0 -0.040 0.006 16.4 -0.046 0.007 -0.027 -0.019 7.86
20.0 -0.019 0.007 20.1 -0.023 0.007 -0.026 0.003 0.17
24.0 -0.017 0.008 239 -0.020 0.008 -0.020 0.000 0.00
28.0  0.007 0.010 27.7 0.007 0.011  -0.009 0.016 2.08
32.0 0.013 0.011 31.5 0.018 0.013 0.005 0.013 1.00
36.0 -0.017 0.018 354 -0.007 0.021 0.007 -0.014 0.45
40.0 -0.042 0.019 394 -0.027 0.024  -0.043 0.016 0.41
45.0 -0.240 0.023 444 -0.297 0.032 -0.269 -0.029 0.78
50.0 -0.472 0.030 49.5 -0.690 0.048 -0.630 -0.060 1.54
52.5 -0.511 0.036 52.0 -0.796 0.064 -0.774 -0.022 0.12
55.0 -0.422 0.035 545 -0.740 0.064 -0.824 0.084 1.73
60.0 -0.009 0.036 60.2 0.105 0.062 0.050 0.055 0.80
65.0 0.263 0.036 66.0 0.517 0.053 0.644 -0.127 5.66
70.0 0.232 0.027 70.8 0.301 0.034 0.277 0.025 0.52
75.0 0.015 0.024 755 0.021 0.027 -0.013 0.033 1.48
80.0 -0.217 0.023 80.2 -0.239 0.027 -0.213 -0.027 1.00
85.0 -0.336 0.020 85.0 -0.369 0.023 -0.355 -0.014 0.39
90.0 -0.351 0.029 89.7 -0.382 0.032 -0.453 0.071 491
95.0 -0.460 0.032 94.5 -0.511 0.038 -0.505 -0.006 0.03
100.0 -0.426 0.028 99.3 -0.498 0.037 -0.483 -0.014 0.15
105.0 -0.273 0.023 104.4 -0.326 0.035 -0.323 -0.003 0.01
110.0 -0.125 0.031 110.0 -0.085 0.047 -0.056 -0.029 0.37
115.0 -0.052 0.035 1154 -0.032 0.047 -0.077 0.045 0.90
120.0 -0.082 0.016 1204 -0.083 0.020 -0.099 0.016 0.66
125.0 -0.089 0.018 1252 -0.084 0.022 -0.069 -0.015 0.51
130.0 -0.092 0.016 130.0 -0.086 0.019 -0.047 -0.038 4.20
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Uncorrected Corrected Calculation
Olab  AyOap) AAyay  Ocm. Ay(Ocm) AAycm. Ay(Ocm) Dev. X
135.0 -0.038 0.029 134.8 -0.026 0.034 -0.070 0.044 1.72
140.0 -0.139 0.016 139.6 -0.144 0.019 -0.156 0.012 0.43
145.0 -0.250 0.026 1443 -0.290 0.031 -0.316 0.027 0.74
149.0 -0.365 0.027 148.1 -0.480 0.035 -0.491 0.011 0.09
155.0 -0.182 0.023 154.6 -0.334 0.036 -0.305 -0.029 0.68
159.0 0.186 0.041 159.1 0.325 0.054 0.358 -0.033 0.38
164.0 0.393 0.022 164.0 0.514 0.028 0.471 0.043 2.32
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208pb NEUTRON INELASTIC SCATTERING ANALYZING POWERS AT 6 MeV

Neutron Energy * Energy Spread 5.969 £0.353 MeV

Excitation Energy (JT) -2.620 MeV (3°)
Normalization = Calibration Error 1.000 £0.030
Chi-square/degree-of-freedom 0.696

[-Value B, ABy Ratio F-Value F-Test

1 -1.1162 0.5802 1.0000 27.000 0.466

2 -0.3096 0.3653 0.2774 1.032 0.467

Uncorrected Corrected Calculation
B1ab Ay(elab) AAylab O¢.m. Ay(ec.m.) AAyc.m. Ay(ec.m.) Dev. X2

32.0 0.055 0.166 324 0.071 0.208 -0.046  0.117
36.0 0.183 0274 36.4  0.235 0.348 -0.050  0.285
40.0 -0.127 0.194 403 -0.159 0.248 -0.054 -0.105
45.0 -0.253 0.135 453 -0.315 0.170  -0.058 -0.257
50.0 -0.077 0.088 50.2 -0.094 0.112 -0.061 -0.033
52.5 -0.180 0.112  52.7 -0.220 0.139 -0.062 -0.158
55.0 -0.047 0.086 552 -0.055 0.108 -0.063  0.008
60.0 -0.092 0.088 60.2 -0.112 0.110 -0.065 -0.047
65.0 0.030 0.084 652 0.042 0.105 -0.065 0.108
70.0 -0.030 0.097 70.1 -0.032 0.124 -0.065 0.033
75.0 -0.034 0.153 75.1 -0.037 0.191 -0.064  0.027
85.0 -0.120 0.134  85.1 -0.147 0.170  -0.060 -0.087
90.0 -0.083 0.165 90.1 -0.099 0206 -0.056 -0.043
95.0 -0.120 0.268 95.1 -0.146 0.335 -0.053 -0.093
100.0 -0.049 0.091 1000 -0.057 0.115 -0.049 -0.008
105.0  0.001 0.059 105.0 0.007 0.075 -0.044  0.051
110.0 -0.040 0.075 110.0 -0.045 0.096 -0.040 -0.006
115.0  0.029 0.111 1150 0.042 0.141 -0.035 0.077
120.0  0.034 0.045 1199 0.048 0.056 -0.031 0.079
125.0 -0.141 0.069 1249 -0.175 0.087 -0.026 -0.149
130.0  0.072 0.080 1299 0.096 0.101 -0.022  0.118
135.0 -0.130 0.119 1349 -0.162 0.153 -0.018 -0.144
140.0 -0.007 0.061 139.8 -0.005 0.076 -0.015  0.010
145.0 0.014 0.081 1448 0.021 0.103  -0.012  0.033
149.0 -0.084 0.084 1487 -0.102 0.106 -0.010 -0.092
155.0 -0.095 0.058 1546 -0.118 0.074 -0.007 -0.111
159.0 -0.001 0.110 1585  0.002 0.138  -0.005 0.007
164.0 -0.069 0.084 1633 -0.085 0.108 -0.004 -0.082
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208pp NEUTRON ELASTIC SCATTERING ANALYZING POWERS AT 7 MeV

Neutron Energy * Energy Spread 6.967 £0.329 MeV

Excitation Energy (JT) 0.000 MeV (0%)
Normalization = Calibration Error 1.000 £0.030
Chi-square/degree-of-freedom 0.196
[-Value B, AB, Ratio F-Value F-Test
1 -10.6990 0.5991 1.0000 32.000 0.464
2 1.9318 0.6049 -0.1806 0.072 0.465
3 7.7136 0.7056 -0.7210 0.408 0.466
4 5.5215 0.7141 -0.5161 0.634 0.466
5 5.9665 0.7248 -0.5577 0.149 0.466
6 6.8233 0.7261 -0.6377 0.351 0.466
7 9.5721 0.6577 -0.8947 43.548 0.467
8 -1.2533 0.5739 0.1171 7.791 0.468
9 -4.6173 0.4619 0.4316 0.499 0.469
10 -3.1120 0.3670 0.2909 35.355 0.469
11 1.5827 0.2897 -0.1479 67.490 0.470
12 -1.4928 0.1911 0.1395 42.196 0.471
Uncorrected Corrected Calculation
O1ap Ay(elab) AAylab Oc.m. Ay(ec.m.) AAyc.m. Ay(ec.m.) Dev. X2
16.0 -0.005 0.007 16.3 -0.005 0.007 0.021 -0.025 11.64
20.0 0.043 0.011 20.0  0.047 0.011 0.035 0.012 1.05
24.0 0.078 0.011 23.8 0.086 0.012 0.056 0.030 6.65
28.0 0.084 0.009 27.6  0.094 0.009 0.083 0.011 1.38
32.0 0.074 0.013 31.5 0.094 0.015 0.104 -0.010 0.49
36.0 0.036 0.013 35.6  0.058 0.015 0.076 -0.018 1.45
40.0 -0.054 0.016 39.8 -0.059 0.019 -0.058 -0.001 0.00
45.0 -0.213 0.017 449 -0.257 0.020 -0.281 0.024 1.43
50.0 -0.419 0.017 49.6 -0.491 0.021 -0470 -0.021 0.95
55.0 -0.516 0.022 54.2 -0.661 0.032  -0.688 0.027 0.71
60.0 -0.422 0.032 59.5 -0.906 0.068 -0.895 -0.011 0.03
62.5 -0.097 0.032 63.2 0.114 0.056 0.143  -0.030 0.28
65.0 0.185 0.027 66.3 0.437 0.040 0.407 0.030 0.54
70.0 0.183 0.022 71.0 0.228 0.025 0.230 -0.001 0.00
75.0  0.057 0.021 75.5 0.074 0.023 0.068 0.005 0.05
80.0 -0.078 0.015 80.2 -0.075 0.016 -0.075 0.001 0.00
85.0 -0.236 0.021 849 -0.246 0.023 -0.227 -0.019 0.70
90.0 -0.377 0.020 89.6 -0.405 0.023 -0.404 -0.001 0.00
95.0 -0.493 0.026 944 -0.573 0.032 -0.595 0.022 0.49
100.0 -0.490 0.029 99.3 -0.661 0.039 -0.660 -0.001 0.00
105.0 -0.089 0.029 104.8 -0.054 0.041 -0.040 -0.014 0.11
110.0 0.244 0.032 110.3 0.428 0.043 0.409 0.019 0.20
115.0 0.103 0.029 115.3 0.147 0.036 0.157 -0.011 0.09
120.0 -0.082 0.025 120.2 -0.099 0.029 -0.110 0.011 0.15
126.0 -0.219 0.028 126.0 -0.255 0.032 -0.233 -0.023 0.50
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Uncorrected Corrected Calculation
Blab  AyOap) AApap  Oem. AyOcm) AAyem Ay(6cm) Dev. X2
131.5 -0.152 0.030 1314 -0.164 0.034 -0.171 0.007 0.04
139.0 -0.052 0.032 138.5 -0.034 0.036  -0.052 0.019 0.27
145.4 -0.162 0.019 1446 -0.162 0.023 -0.163 0.001 0.00
149.0 -0.329 0.031 148.0 -0.425 0.041 -0.404 -0.021 0.27
151.0 -0.359 0.035 150.1 -0.599 0.053 -0.606 0.008 0.02
155.0 -0.188 0.034 1549 -0.414 0.051 -0.410 -0.003 0.00
159.0 0.301 0.036 1594 0.482 0.049 0.445 0.037 0.56
164.0 0.444 0.021 164.1 0.557 0.025 0.571 -0.014 0.32
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208pb NEUTRON INELASTIC SCATTERING ANALYZING POWERS AT 7 MeV

Neutron Energy + Energy Spread 6.967 £0.329 MeV

Excitation Energy (JT) -2.620 MeV (3°)
Normalization * Calibration Error 1.000 = 0.030
Chi-square/degree-of-freedom 1.093
[-Value By AB, Ratio F-Value F-Test
1 0.1488 0.2520 1.0000 27.000 0.466
2 0.2651 0.1591 1.7812 2.540 0.467
Uncorrected Corrected Calculation

=
N

B1ab Ay(elab) AAylab Oc.m. Ay(ec.m.) AAy<:.m. Ay(ec.m.) Dev.

28.0 0.186 0.223  28.4 0228  0.273 0.031 0.197
32.0 0.248 0.263 324 0305 0.325 0.034  0.271
36.0 0.024 0.094 363 0.029 0.116 0.037 -0.007
40.0 -0.120 0.083 40.3 -0.147 0.102 0.039 -0.186
45.0 -0.051 0.072 452 -0.063 0.088 0.041 -0.103
50.0 0.031 0.055 50.2  0.038 0.067 0.042  -0.003
55.0 0.027 0.051 552 0.034 0.063 0.041 -0.008
60.0  0.087 0.056 60.2 0.109  0.069 0.040  0.068
62.5 0.101 0.068 62.6 0.125 0.083 0.040  0.085
65.0 0.071 0.064 651 0.088  0.080 0.038  0.050
70.0 -0.036 0.080 70.1 -0.042  0.098 0.035 -0.078
75.0 0.138 0.132 75.1  0.173 0.164 0.032  0.141
80.0 -0.006 0.135  80.1 -0.007 0.167 0.027 -0.034
85.0 -0.255 0.153 85.0 -0.312  0.189 0.021 -0.333
50.0 0.180 0.101  90.0 0.221 0.124 0.015 0.206
95.0 0.019 0.100 95.0 0.024  0.125 0.008  0.016
100.0  0.085 0.085 100.0 0.106  0.106 0.001 0.105
105.0 -0.173 0.086 105.0 -0.216 0.107 -0.006 -0.210
110.0  -0.112 0.096 1099 -0.141 0.121  -0.013  -0.128
115.0  0.095 0.104 1149 0.120 0.131 -0.020  0.140
120.0 -0.146 0.119 1199 -0.182  0.149 -0.026 -0.155
126.0 -0.023 0.123 1259 -0.028 0.155 -0.033 0.005
139.0 -0.051 0.133 138.8 -0.063 0.166 -0.041 -0.022
149.0  0.099 0.075 148.7 0.125 0.095 -0.040 0.165
151.0 -0.023 0.065 150.6 -0.028 0.083 -0.039 0.011
155.0 -0.061 0.073 154.6 -0.076 0.091 -0.036 -0.040
159.0 -0.138 0.143 1585 -0.176  0.182 -0.033 -0.143
164.0 -0.102 0.098 1633 -0.129 0.123 -0.027 -0.102
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208pb NEUTRON ELASTIC SCATTERING ANALYZING POWERS AT 8 MeV

Neutron Energy *+ Energy Spread
Excitation Energy (J7)

7.962 £0.361 MeV
0.000 MeV (0)

Normalization * Calibration Error 1.000 £0.030
Chi-square/degree-of-freedom 0.537
[-Value B, AB; Ratio F-Value E-Test
1 -5.3071 0.5381 1.0000 32.000 0.464
2 0.7318 0.4119 -0.1379 1.696 0.465
3 4.6277 0.4360 -0.8720 0.036 0.466
4 5.9618 0.4012 -1.1234 0.026 0.466
5 8.3323 0.4155 -1.5700 2.847 0.466
6 6.9645 0.4381 -1.3123 0.034 0.466
7 9.4265 0.4027 -1.7762 33.562 0.467
8 -0.5680 0.3759 0.1070 9.905 0.468
9 -4.0222 0.3129 0.7579 4.503 0.469
10 -0.9054 0.2785 0.1706 12.199 0.469
11 1.7468 0.2403 -0.3291 67.059 0.470
12 -1.7494 0.1719 0.3296 47.825 0.471
Uncorrected Corrected Calculation
O1ab Ay(elab) AAylab O¢.m. Ay(ec.m.) AAyc.m. Ay(ec.m_) Dev. X
16.0  0.003 0.006 16.2  0.005 0.007 0.032 -0.027 16.01
20.0 0.044 0.007 19.9  0.047 0.008 0.051 -0.003 0.20
240 0.088 0.006 23.6  0.095 0.007 0.081 0.015 5.12
28.0 0.118 0.007 27.5 0.134  0.008 0.123 0.011 2.06
32.0 0.104 0.012 31.6 0.137 0.014 0.151 -0.014 1.05
36.0 0.026 0.014 36.0 0.037 0.016 0.056 -0.019 1.45
40.0 -0.083 0.014 40.3 -0.103 0.016 -0.099 -0.004 0.08
45.0 -0.181 0.014 45.1 -0.199 0.016 -0.212  0.013 0.68
50.0 -0.271 0.014 49.7 -0.285 0.016 -0.305 0.020 1.57
55.0 -0.422 0.019 542 -0.465 0.023 -0.452 -0.013 0.31
60.0 -0.457 0.029 59.3 -0.770  0.045 -0.751 -0.019 0.18
62.5 -0.260 0.029 629 -0.359 0.043 -0.342 -0.017 0.15
64.0 -0.047 0.031 65.0 0.105 0.043 0.079 0.026 0.39
69.0 0.172 0.027 70.1 0.231 0.032 0.221 0.010 0.10
75.0  0.120 0.019 75,5 0.139 0.021 0.126  0.013 0.39
80.0  0.002 0.023  80.1 0.011 0.024 0.026 -0.015 0.39
85.0 -0.126 0.022 84.8 -0.123 0.023 -0.108 -0.015 0.40
90.0 -0.309 0.022 895 -0.331 0.025 -0.307 -0.024 0.87
95.0 -0.452 0.025 942 -0.546 0.030 -0.595 0.049 2.62
100.0 -0.452 0.034 995 -0.709 0.047 -0.659 -0.050 1.14
106.0  0.325 0.024 1064  0.538 0.032 0.508 0.029 0.80
113.0  0.266 0.030 1133 0.325 0.034 0.400 -0.075 4.77
118.0  0.107 0.025 1180 0.127 0.028 0.100  0.027 0.92
123.5 -0.194 0.025 123.3 -0.222  0.028 -0.230  0.007 0.07
128.0 -0.324 0.029 127.7 -0.380 0.033 -0.412  0.032 0.93
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Uncorrected Corrected Calculation
Olab  AyOran) AAyy,  Bcm. AyOcm) AAycm. Ay(6cm) Dev. X
131.5 -0.431 0.037 131.1 -0.505 0.041 -0.445 -0.060 2.12
138.0 -0.206 0.033 137.5 -0.243 0.038 -0.242 -0.001 0.00
145.5 -0.039 0.032 1447 -0.013 0.040 -0.021 0.008 0.04
149.0 -0.072 0.043 1484 -0.117 0.059 -0.147 0.030 0.27
150.0 -0.125 0.038 149.5 -0.226 0.052 -0.198 -0.029 0.30
154.5 0.074 0.054 1547 0.063 0.074 0.050 0.013 0.03
159.0 0.358 0.032 159.3 0.472 0.040 0.481 -0.009 0.05
164.0 0.499 0.023 164.0 0.599 0.026 0.594 0.004 0.03
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208pp NEUTRON INELASTIC SCATTERING ANALYZING POWERS AT 8§ MeV

Neutron Energy * Energy Spread 7.962 £0.361 MeV

Excitation Energy (J™) -2.614 MeV (3°)
Normalization * Calibration Error 1.000 £0.030
Chi-square/degree-of-freedom 0.866

[-Value By AB; Ratio F-Value F-Test

1 0.4710 0.2214 1.0000 25.000 0.468

2 -0.0444 0.1333 -0.0943 0.136 0.469

3 0.0083 0.1104 0.0175 0.006 0.469

Uncorrected Corrected Calculation
Olab Ay(elab) AAylab O¢.m. Ay(ec.m.) AAyc.m. Ay(ec.m.) Dev. X2

28.0 0.073 0.115 285 0.086  0.138 0.021 0.066
320 0.094 0.093 324 0.111 0.112 0.023  0.088
36.0 0.069 0.049 36.4 0.080  0.059 0.025  0.055
40.0 0.027 0.086 40.3 0.030 0.102 0.027  0.003
45.0 -0.068 0.088 453 -0.082 0.103 0.029 -0.112
50.0 -0.054 0.066 50.3 -0.067 0.079 0.032  -0.099
55.0 -0.066 0.071 552 -0.082 0.084 0.034 -0.116
60.0 0.018 0.076 60.2 0.018  0.090 0.037 -0.018
62.5 0.033 0.085 62.7 0.036 0.101 0.038 -0.002
64.0 0.117 0.094 64.2 0.135 0.110 0.039  0.096
69.0 0.153 0.141 69.1 0.179  0.169 0.042  0.137
75.0  0.098 0.160 75.1 0.113  0.190 0.047  0.066
80.0 0.312 0.204 80.1 0.367  0.242 0.051 0.316
85.0 0.027 0.162 85.0 0.029 0.191 0.056 -0.027
90.0 0.094 0.130  90.0 0.108  0.156 0.061 0.047
95.0 0.090 0.094 95.0 0.104 0.112 0.066  0.037
100.0  0.290 0.111 100.0 0346 0.134 0.072  0.274
106.0  0.009 0.059 1059 0.007 0.072 0.079  -0.072
118.0 -0.033 0.111 1179 -0.044  0.136 0.090 -0.133
128.0 -0.047 0.149 1279 -0.062 0.184 0.090 -0.151
138.0  0.098 0.136 137.8 0.117  0.164 0.080  0.037
145.5  0.181 0.087 1453 0.218 0.105 0.068  0.150
149.0  0.036 0.123 148.7 0.042  0.149 0.061 -0.019
150.0  0.049 0.087 1497 0.059 0.105 0.059 -0.001
159.0  0.008 0.157 1585 0.009 0.189 0.042 -0.033
164.0 -0.105 0.125 1634 -0.126  0.151 0.032 -0.158
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208Pb NEUTRON ELASTIC SCATTERING ANALYZING POWERS AT 9 MeV

Neutron Energy + Energy Spread

Excitation Energy (JT)

8.958 £0.345 MeV
0.000 MeV (0+)

Normalization * Calibration Error 1.000 £ 0.030
Chi-square/degree-of-freedom 0.017

[-Value By AB; Ratio F-Value F-Test

1 -5.4353 0.3365 1.0000 33.000 0.463

2 -6.2613 0.3223 1.1520 2.131 0.464

3 -4.3047 0.3273 0.7920 0.256 0.465

4 -1.5373 0.3229 0.2828 0.391 0.466

5 1.4487 0.3299 -0.2665 1.051 0.466

6 -0.1184 0.3394 0.0218 0.005 0.466

7 1.7645 0.3144 -0.3246 4.887 0.466

8 -4.2429 0.2868 0.7806 7.311 0.467

9 -6.8078 0.2442 1.2525 2.687 0.468

10 -3.6775 0.2150 0.6766 16.408 0.469

11 -0.8255 0.1718 0.1519 20.330 0.469

12 -2.9369 0.1034 0.5403 288.364 0.470

Uncorrected Corrected Calculation
elab Ay(elab) AAylab ec.m. Ay(ec.m.) AAyc.m. Ay(ec.m.) Dev. X2

16.0 -0.041 0.006 16.0 -0.046 0.007 -0.029 -0.017 6.07
20.0 -0.018 0.008 19.6 -0.023 0.008 -0.023 0.000 0.00
24.0  0.007 0.009 23.3  -0.002 0.010 0.004 -0.006 0.35
28.0 0.108 0.010 27.3 0.129 0.012 0.094 0.035 8.26
32.0 0.089 0.013 322  0.161 0.015 0.179  -0.019 1.46
36.0 -0.023 0.011 36.8 -0.036 0.013 -0.016 -0.020 2.58
40.0 -0.081 0.010 40.6 -0.091 0.011  -0.110 0.019 2.69
45.0 -0.166 0.011 45.1 -0.174 0.012 -0.181 0.008 0.40
50.0 -0.252 0.013 49.6 -0.261 0.014 -0.256 -0.004 0.10
55.0 -0.316 0.015 543 -0.354 0.018 -0.370 0.016 0.79
59.0 -0.301 0.021 58.7 -0.430 0.028 -0.429 -0.001 0.00
62.0 -0.159 0.017 62.5 -0.160 0.021  -0.137 -0.024 1.27
65.0 -0.011 0.014 65.9 0.036 0.017 0.054 -0.018 1.11
67.5 0.088 0.015 68.3 0.120 0.017 0.093 0.027 2.46
70.0 0.115 0.012 70.6 0.134 0.013 0.101 0.033 6.06
75.0 0.074 0.012 75.3 0.084 0.012 0.089 -0.004 0.12
80.0 0.023 0.011 80.0 0.034 0.012 0.050 -0.016 1.96
85.0 -0.049 0.011 84.7 -0.039 0.012 -0.033 -0.006 0.22
90.0 -0.184 0.013 89.5 -0.191 0.015 -0.191 0.001 0.00
98.0 -0.267 0.022 97.5 -0.411 0.027 -0.430 0.018 0.44
104.0 0.271 0.027 104.3 0.413 0.034 0.398 0.015 0.18
110.0 0.398 0.023 1104 0.487 0.027 0.542  -0.055 4.34
115.0  0.249 0.012 1152 0.281 0.014 0.289 -0.008 0.36
120.0  0.020 0.014 1199 0.022 0.016 -0.015 0.037 5.50
125.0  -0.258 0.016 124.6 -0.289 0.019 -0.314 0.025 1.87
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Uncorrected Corrected Calculation
Olab  Ay(Oap) AAyay,  Ocm. AyOcm) AAycm. AyOcm) Dev. Pe
130.0 -0.538 0.024 1294 -0.631 0.029 -0.548 -0.083 8.10
135.0 -0.363 0.027 1343 -0.500 0.034 -0.486 -0.013 0.16
140.0 0.150 0.023 139.6 0.265 0.029 0.258 0.007 0.06
145.0 0.336 0.021 144.8 0.484 0.026 0.459 0.025 0.89
149.0 0.117 0.033 148.8 0.132 0.041 0.135 -0.003 0.01
150.0 0.026 0.026 149.8 0.003 0.031 0.048 -0.045 2.07
155.0 -0.012 0.017 1549 -0.110 0.022 -0.122 0.013 0.33
160.0 0.242 0.019 160.1 0.312 0.023 0.330 -0.018 0.62
164.0 0.441 0.021 164.0 0.543 0.024 0.522 0.021 0.76
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208pb NEUTRON INELASTIC SCATTERING ANALYZING POWERS AT 9 MeV

Neutron Energy *+ Energy Spread 8.958 £0.345 MeV

Excitation Energy (JT) -2.614 MeV (3)
Normalization = Calibration Error 1.000 £0.030
Chi-square/degree-of-freedom 1.359
[-Value B; AB; Ratio F-Value F-Test
1 0.4041 0.1508 1.0000 28.000 0.466
2 -0.1454 0.0873 -0.3597 2.041 0.466
Uncorrected Corrected Calculation

Olab  AyOrap) AAyiy  Ocm. AyOcm) AAyem. Ay(Ocm) Dev. x?

36.0 0.008 0.079 36.4  0.007 0.092 0.004  0.004
40.0 0.120 0.074 40.4 0.136  0.086 0.005  0.131
45.0 0.116 0.077 453 0.133  0.091 0.008  0.125
50.0  0.099 0.067 50.3 0.110  0.077 0.011 0.099
55.0 0.051 0.061 552 0.055 0.071 0.015  0.039
59.0 0.004 0.082 59.2 0.001 0.095 0.019 -0.018
62.0 -0.105 0.067 62.2 -0.125  0.078 0.022 -0.147
65.0 0.099 0.074 65.1 0.112  0.086 0.025 0.087
67.5 -0.018 0.092 67.6 -0.024  0.106 0.028 -0.052
70.0 -0.034 ~ 0.084 70.1 -0.043  0.097 0.031 -0.074
75.0 -0.032 0.100 75.1 -0.041 0.116 0.037 -0.078
80.0 -0.117 0.163 80.1 -0.140  0.190 0.044 -0.184
85.0 -0.050 0.097 85.0 -0.061 0.113 0.051 -0.113
90.0 0.224 0.083  90.0 0.257 0.097 0.059  0.198
98.0  0.088 0.069 98.0 0.100  0.082 0.071 0.028
104.0  0.052 0.086 104.0 0.058 0.102 0.081 -0.022
110.0 -0.047 0.078 110.0 -0.058 0.093 0.089  -0.147
115.0 0.012 0.067 1150 0.012  0.080 0.096 -0.084
120.0 -0.023 0.088 1199 -0.029  0.105 0.102 -0.130
125.0 -0.075 0.093 1249 -0.091 0.111 0.106 -0.197
130.0 -0.045 0.111 1299 -0.056  0.133 0.109  -0.165
135.0  0.151 0.101 1349 0.181 0.120 0.110  0.071
140.0  0.127 0.071 139.8 0.151 0.084 0.108 0.043
145.0  0.218 0.056 1448 0.259  0.065 0.104  0.154
149.0 0.062 0.118 148.7 0.075  0.139 0.099 -0.024
150.0 0.191 0.073 149.7  0.228  0.086 0.098 0.130
155.0  0.068 0.061 154.6 0.083 0.072 0.088 -0.005
160.0  0.057 0.093 159.5 0.070 0.110 0.076  -0.005
164.0  0.021 0.127 1633  0.029  0.148 0.064 -0.035
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208pb NEUTRON ELASTIC SCATTERING ANALYZING POWERS AT 10 MeV

Neutron Energy * Energy Spread

Excitation Energy (JT)

9.950 £0.441 MeV
0.000 MeV (0%)

Normalization *+ Calibration Error 1.000 £0.030
Chi-square/degree-of-freedom 0.271
[-Value B, AB, Ratio F-Value F-Test
1 -8.6539 0.3472 1.0000 51.000 0.461
2 -11.3075 0.3202 1.3066 8.051 0.461
3 -8.0708 0.3304 0.9326 0.301 0.461
4 -4.6118 0.3188 0.5329 0.533 0.461
5 -1.8130 0.2993 0.2095 3.891 0.461
6 -2.0335 0.3116 0.2350 0.027 0.461
7 -0.3121 0.2931 0.0361 1.344 0.461
8 -4.2046 0.2768 0.4859 33.012 0.461
9 -7.7709 0.2475 0.8980 4,823 0.461
10 -6.7679 0.2372 0.7821 24.342 0.461
11 -3.6499 0.2189 0.4218 0.481 0.462
12 -4.2215 0.2042 0.4878 147.100 0.463
13 -0.6413 0.1603 0.0741 12.488 0.463
14 -1.3143 0.1041 0.1519 63.583 0.463
Uncorrected Corrected Calculation
O1ab Ay(elab) AAylab B¢.m. Ay(ec.m.) AAyc.m. Ay(ec.m.) Dev. X
16.0 -0.090 0.008 15.9 -0.098 0.008 -0.058 -0.040 22.29
----- ) e-d) ) 18.8 -0.058 0.006 -0.058 0.000 0.00
20.0 -0.038 0.008 19.4  -0.046 0.009 -0.057 0.011 1.79
----- a) ..._.3) —----2) 20.6 -0.035 0.018 -0.052 0.017 0.88
24.0 0.017 0.013 22.9 0.007 0.014 -0.028 0.035 6.51
----- a  ----3) —----2) 244 -0.015 0.027 0.007 -0.023 0.71
28.0 0.073 0.017 27.5 0.166 0.021 0.164 0.002 0.01
30.0 0.078 0.017 30.6 0.179 0.022 0.173 0.006 0.07
————— a) -3 ) 31.0 0.128 0.018 0.144 -0.016 0.74
32.0 0.003 0.014 33.2  -0.009 0.016 0.005 -0.014 0.77
----- a) .2 —am-2) 36.9 -0.073 0.018 -0.106 0.034 3.44
----- a)  ..--3) —m--2) 40.8 -0.143 0.018 -0.160 0.017 0.86
42.5 -0.177 0.014 427 -0.186 0.015 -0.180 -0.006 0.18
————— a _.a) -----2) 44.8 -0.208 0.014 -0.202 -0.006 0.18
47.5 -0.198 0.010 47.2  -0.204 0.011  -0.230 0.026 5.25
..... a  ....-a) S ) 490 -0.324 0.029 -0.255 -0.069 5.58
50.0 -0.232 0.012 49.5 -0.244 0.013 -0.263 0.019 2.31
52.5 -0.314 0.014 51.8 -0.342 0.016 -0.303 -0.039 5.62
SRS ) S a) a) 537 -0.364 0.026 -0.339 -0.024 0.91
55.0 -0.318 0.019 543 -0.376 0.022 -0.349 -0.027 1.50

a) denotes data measured by Floyd (Floyd 1983) for which uncorrected data are

unavailable.
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Uncorrected

Corrected

Calculation

B1ab Ay(elab) AAylab

57.5 -0.230 0.022
_____ a) _____3) )
62.0 -0.038 0.017
_____ a) ——..) —__.2)
SR - ) a) . a)
75.0 0.009 0.010
S ) I a)  _____ a)
85.0 -0.116 0.014
_____ a) ——_.a) ._Q)
93.0 -0.186 0.024
95.0 -0.183 0.015
_____ a) @) )|
105.0 0.312 0.023
110.0 0.250 0.017
I ) B a) a)
_____ a) —e_.2) )
115.0 0.260 0.020
_____ a) )| _____2)
120.0 0.023 0.015
_____ a) S} ___.a)
125.0 -0.257 0.017
_____ a) ) ——__.2)
130.0 -0.604 0.031
_____ a) a) a)
_____ a) ) )
145.0 0.529 0.024
_____ a) ee@) __2)
149.0 0.246 0.017
_____ a) ) o)
_____ a) —ed) )
160.0 -0.076 0.015
164.0 0.251 0.013

Bc.m. Ay(ec.m.) AAyc.m. Ay(ec.m.)

57.1
60.4
62.7
66.2
70.7
75.1
79.5
84.6
88.7
92.4
94.6
100.3
105.4
110.3
110.3
114.8
115.0
119.2
119.7
123.8
124.4
128.6
129.3
134.3
139.9
144.8
144.9
148.8
149.4
154.5
1599
163.8

-0.312
-0.135
0.010
0.040
0.055
0.011
-0.035
-0.121
-0.213
-0.245
-0.261
0.103
0.378
0.285
0.320
0.195
0.300
0.013
0.048
-0.185
-0.276
-0.704
-0.813
-0.674
0.626
0.790
0.706
0.314
0.208
-0.474
-0.140
0.300

0.027
0.036
0.021
0.021
0.033
0.011
0.038
0.015
0.040
0.029
0.019
0.056
0.027
0.019
0.043
0.025
0.022
0.039
0.017
0.049
0.019
0.052
0.040
0.068
0.055
0.086
0.029
0.020
0.045
0.050
0.017
0.015

-0.346
-0.148
-0.007
0.064
0.053
0.017
-0.039
-0.130
-0.220
-0.273
-0.246
0.137
0.326
0.316
0.315
0.239
0.235
0.083
0.061
-0.226
-0.287
-0.744
-0.812
-0.582
0.600
0.722
0.715
0.306
0.216
-0.393
-0.151
0.304

Dev.

0.034
0.013
0.017
-0.024
0.002
-0.006
0.004
0.008
0.007
0.028
-0.015
-0.034
0.052
-0.031
0.005
-0.044
0.064
-0.070
-0.013
0.041
0.011
0.040
-0.001
-0.091
0.025
0.067

3 denotes data measured by Floyd (Floyd 1983) for which uncorrected data are

unavailable.
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208pb NEUTRON INELASTIC SCATTERING ANALYZING POWERS AT 10 MeV

Neutron Energy + Energy Spread 9.950 £ 0.441 MeV

Excitation Energy (JT) -2.615 MeV (3)
Normalization + Calibration Error 1.000 £0.030
Chi-square/degree-of-freedom 1.254

[-Value B; ABy Ratio F-Value F-Test

1 0.1140 0.1438 1.0000 22.000 0.470

2 0.3632 0.1022 3.1860 14.116 0.471

3 -0.0565 0.0746 -0.4957 0.458 0.472

Uncorrected Corrected Calculation

(e

elab Ay(elab) AAylab c.m. Ay(ec.m.) AAyc.m. Ay(ec.m.) Dev. x2

30.0 -0.074 0.174  30.5 -0.085  0.201 0.052 -0.137
32.0 0.140 0.080 325 0.160 0.092 0.054  0.106
42.5 -0.015 0.095 428 -0.017 0.108 0.063 -0.081
47.5 0.118 0.060 47.8 0.133  0.069 0.066  0.067
50.0 0.127 0.063 503 0.143  0.072 0.067  0.076
52.5 0.017 0.094 527 0.018 0.108 0.068 -0.050
55.0 0.051 0.095 552 0.057 0.109 0.069 -0.012
57.5 0.010 0.090 577 0.010 0.102 0.069 -0.059
62.0 -0.180 0.112 622 -0.208 0.128 0.068 -0.277
75.0 -0.029 0.079 75.1 -0.035  0.090 0.060 -0.095
85.0 0.010 0.071 85.0 0.009 0.081 0.044 -0.035
93.0 0.034 0.072 930 0.038 0.083 0.024  0.014
95.0 0.060 0.055 950 0.068 0.065 0.017  0.051
105.0 -0.042 0.082 105.0 -0.051 0.096 -0.022 -0.029
110.0 -0.019 0.057 110.0 -0.023  0.068 -0.045  0.022
115.0 -0.002 0.140 115.0 -0.004 0.165 -0.070  0.067
120.0 -0.032 0.080 120.0 -0.040 0.095 -0.096 0.056
125.0 -0.108 0.065 1249 -0.128 0.076 -0.118 -0.010
130.0 -0.067 0.136 129.9 -0.081 0.160 -0.137  0.056
145.0 -0.180 0.061 1448 -0.213 0.071 -0.152 -0.061
149.0 -0.200 0.060 148.7 -0.235 0.069 -0.145 -0.090
160.0  0.025 0.122 1595 0.025 0.142 -0.107 0.133
164.0  0.247 0.105 1633 0.283 0.122 -0.090 0.373
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208pb NEUTRON ELASTIC SCATTERING ANALYZING POWERS AT 14 MeV

Neutron Energy *+ Energy Spread

Excitation Energy (J™)

13.950 £0.441 MeV
0.000 MeV (0+)

Normalization £ Calibration Error 1.000 £0.030
Chi-square/degree-of-freedom 1.700

[-Value By AB; Ratio F-Value F-Test

1 -6.0260 0.4761 1.0000 29.000 0.466

2 -10.9852 0.6473 1.8230 0.353 0.466

3 -15.4011 0.6232 2.5558 5.162 0.466

4 -14.7509 0.8896 2.4479 3.847 0.467

5 -12.7817 0.7332 2.1211 7.764 0.468

6 -10.2241 1.0735 1.6967 0.055 0.469

7 -9.5782 0.7594 1.5895 2.722 0.469

8 -9.2771 1.0279 1.5395 0.036 0.470

9 -10.7608 0.7029 1.7857 0.780 0.471

10 -12.0664 0.8687 2.0024 0.798 0.472

11 -9.6331 0.5539 1.5986 68.868 0.473

12 -6.3779 0.6420 1.0584 0.165 0.474

13 -4.3265 0.3901 0.7180 5.607 0.475

14 -3.7891 0.4284 0.6288 45.487 0.476

15 -1.0599 0.2107 0.1759 7.607 0.478

16 -0.5256 0.2177 0.0872 2.477 0.479

Uncorrected Corrected Calculation
Olab  AyOlap) AAyay  Bcm. Ay(Ocm) AAyem. Ay(Ocm) Dev. x>
----- a  ...a _..a 182 -0.191 0.012 -0.175 -0.016 1098
————— a) ... —----2) 19.9 -0.197 0.011  -0.202 0.005 0.24
----- a _.-.a) ) 239  -0.297 0.010 -0.300 0.003 0.09
————— a) -3 S 30.0 -0.022 0.017 -0.005 -0.017 0.97
————— a ) S 33.5 -0.052 0.019  -0.063 0.011 0.33
————— a) ) - ) 36.4 -0.087 0.009 -0.094 0.007 0.66
----- a __..a) -3 40.2 -0.115 0.014 -0.120 0.005 0.12
----- a) ...-.3) -----3) 442  -0.144 0.013 -0.137 -0.007 0.33
————— ) S ) —---8) 48.4 -0.156 0.024 -0.144 -0.011 0.23
————— ay .2) -----23) 53.9 -0.038 0.036 -0.039 0.001 0.00
————— )| S 61.0 0.325 0.031 0.299 0.026 0.72
————— a) .3 —-m-2) 65.8 0.179 0.031 0.236 -0.057 3.46
————— a) ....-3) —----2) 69.9 0.185 0.028 0.183 0.003 0.01
----- a --2) -——---2) 74.1 0.126 0.037 0.100 0.026 0.50
----- a -8 .3 784 -0.015 0.057 -0.067 0.052 0.82
----- Q) 8 .a 834 -.0422 0.055 -0396 -0.026 0.22
————— ) SN ) B ) 93.1 0.676 0.049 0.692 -0.016 0.10
————— a)  .....3) —-—--3) 95.9 0.690 0.050 0.634 0.057 1.26

) denotes data measured by Floyd (Floyd 1983) for which uncorrected data are

unavailable.
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Uncorrected

Corrected

Calculation

Oab  AyOap) AAyip  Oem. AyOcm) AAyem Ay(Ocm) Dev. x*
————— Q) ...-2) -2 100.1 0387 0.042 0.400 -0.013  0.09
————— Q) .3 -3 1044 0.049 0.042 0.051 -0.002  0.00
----- & d ® 1091 -0.473  0.049  -0.412  -0.061  1.54
----- a .8 -3 1142 -0488 0.062 -0.612 0.125  4.07
————— Q) .. -2 1193 -0.063 0.059 -0.009 -0.053 0.82
————— a2 -8 1244  0.544  0.075 0.574 -0.030 0.16
————— a .3 -2 130.0 0.173 0.065 0.130 0.043  0.44
a) a) a 1354 -0.311 0.053 -0330 0.019 0.13
----- a) .2 —---3  140.0 -0.220 0.043 -0.120 -0.100  5.32
----- a3 -3 1442 0.205 0.035 0.127  0.078  4.93
----- a) .3 -2 1486 0.007  0.078 0.149 -0.143 3.37
————— a) -3 -8 1538 -0.761 0.047 -0.766 0.006  0.01

) denotes data measured by Floyd (Floyd 1983) for which uncorrected data are

unavailable.
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APPENDIX C
COMPOUND NUCLEUS CONTRIBUTIONS

This appendix contains tabulations of the observed and shape elastic differential
cross sections and the observed and shape elastic analyzing powers for elastic neutron
scattering from 208Pb at 6.0 and 7.0 MeV. Shape elastic analyzing powers (4,5£(6) )
were calculated from observed analyzing powers (AyOBS( 6) ) using the observed
(00BS(6) ) and shape elastic (0SL(8) ) differential cross sections reported by Annand er
al. (Annand 1985):

SE GOBS(B) OBS
Ay (9) = GT'A (6) s (C'l)

©®

where the observed differential cross section is the incoherent sum of the shape elastic

and compound elastic cross sections:
%% (0) =6°"(0) + 0 (0) . (C-2)

The symbols used in the tables are defined as follows:

Ocm. - reaction or scattering angle in the center-of-mass system.

cOBS(6, ) - observed or experimentally measured differential cross section at

angle B¢ . in the center-of-mass system.
AGOBS(6, ) -  absolute error of 6OBS(8, ).
oSE(@. ) -  shape elastic cross section at angle 8¢ . in the center-of-mass

system.

AGSE(O. ) -  absolute error of 6SE(O, ).

6CE(@. n) - compound elastic cross section at angle 6. m. in the center-of-mass
system.
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AOBS(®. ;) - observed or experimentally measured analyzing power at angle
Oc.m. in the center-of-mass system.

AySE(OC.m_) - shape elastic analyzing power at angle 6. . in the center-of-mass
system.

For convenience, observed and shape elastic differential cross section values and
uncertainties are reported to more digits than are significant. Observed and shape elastic
cross section values are valid to three significant figures while uncertainties in the cross
sections are valid to two significant figures.
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208Pb OBSERVED AND SHAPE ELASTIC NEUTRON
SCATTERING CROSS SECTIONS AT 6 MeV

Oc.m. cOBS(@; ) AcOBS(6. 1) oSE(O m) AGSE(ec.m.)

10.1 6256.79 145.29 6245.27 145.26
12.6 5526.90 128.34 5516.23 128.36
15.1 4784.41 110.62 4774.68 110.63
17.6 3956.78 92.08 3947.98 92.07
20.1 3191.10 73.78 3183.18 73.79
25.1 1948.87 45.66 1942.47 45.67
30.1 1059.89 25.17 1054.59 25.17
35.2 516.87 12.83 512.31 12.83
40.2 240.05 6.56 23598 6.56
45.2 121.98 3.75 118.28 3.75
50.2 66.09 2.43 62.69 2.43
55.2 32.18 1.49 29.01 1.49
60.2 21.01 1.17 18.00 1.17
62.7 22.97 1.21 20.02 1.21
65.3 35.25 1.63 32.34 1.63
70.3 72.23 2.53 69.39 2.53
75.3 112.45 3.42 109.68 3.42
80.3 144.49 4.05 141.79 4.05
85.3 151.82 4.24 149.17 4.24
90.3 128.47 3.64 125.84 3.64
95.3 92.05 2.82 89.40 2.82
100.3 51.30 1.75 48.59 1.75
105.3 26.05 1.12 23.27 1.12
107.8 22.81 1.02 20.00 1.02
110.3 19.25 0.81 16.41 0.81
112.8 21.35 0.92 18.47 0.92
1153 27.92 1.23 25.01 1.23
120.2 45.44 1.68 42.42 1.68
125.2 63.90 2.16 60.71 2.16
130.2 85.84 2.64 82.42 2.64
135.2 93.68 2.79 89.95 2.79
140.2 82.47 2.51 78.37 2.51
145.2 58.98 1.95 54.38 1.95
150.1 35.87 1.33 30.52 1.33
152.6 28.78 1.04 22.93 1.04
155.1 26.06 0.98 19.60 0.98
157.6 31.88 1.17 24.71 1.17
159.9 40.40 1.51 32.49 1.51
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208pb OBSERVED AND SHAPE ELASTIC NEUTRON
SCATTERING CROSS SECTIONS AT 7 MeV

Oc.m. GOBS(ec.mA) AGOBS(ec.m.) GSE(ec.m.) AGSE(ec.m.)

10.1 5560.01 121.49 5557.19 121.48
12.1 4965.32 108.10 4962.69 108.09
15.1 4024.92 87.47 4022.60 87.45
18.1 3098.00 67.20 3095.98 67.21
20.1 2542.00 55.14 2540.17 55.15
25.1 1395.32 30.55 1393.87 30.55
30.1 687.16 15.30 685.97 15.30
35.2 340.51 7.86 339.48 7.86
40.2 208.92 5.01 207.99 5.01
42.7 175.20 4.32 174.32 4.32
45.2 156.42 3.90 155.58 3.90
50.2 101.03 2.72 100.26 2.72
55.2 47.56 1.55 46.84 1.55
57.7 25.98 1.00 25.28 1.00
60.2 15.59 0.73 14.91 0.73
62.7 14.76 0.73 14.09 0.73
65.3 25.52 1.04 24.86 1.04
67.8 44.37 1.50 43.72 1.50
70.3 70.42 2.03 69.78 2.03
75.3 123.45 3.13 122.82 3.13
80.3 153.54 3.73 152.93 3.73
85.3 149.32 3.61 148.72 3.61
90.3 112.31 2.78 111.71 2.78
95.3 69.11 1.84 68.51 1.84
100.3 33.90 1.05 33.29 1.05
102.8 25.44 0.88 24.82 0.88
105.3 20.94 0.81 20.31 0.81
107.8 22.66 0.90 22.02 0.90
110.3 26.97 1.02 26.33 1.02
115.3 39.67 1.38 39.01 1.38
120.2 52.87 1.65 52.18 1.65
125.2 59.54 1.73 58.82 1.73
130.2 61.99 1.79 61.21 1.79
135.2 59.05 1.70 58.20 1.70
140.2 49.60 1.50 48.67 1.50
145.2 34.34 1.13 33.30 1.13
150.1 17.07 0.75 15.87 0.75
152.6 12.40 0.54 11.08 0.54
155.1 12.45 0.54 10.99 0.54
157.6 17.89 0.77 16.25 0.77
159.9 28.93 1.03 27.10 1.03
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208Pb OBSERVED AND SHAPE ELASTIC NEUTRON
SCATTERING ANALYZING POWERS AT 6 MeV

Ocm. 0985(6.1) OCE(0; ) oSEO, 1) AyOBS(ec.m.) AySE(ec.m.)
16.4 4319.37 9.35 4310.02 -0.046 -0.046
20.1 3247.32 7.96 3239.36 -0.023 -0.023
23.9 2271.01 6.73 2264.28 -0.020 -0.020
27.7 1476.59 5.75 1470.84 0.007 0.007
31.5 891.96 5.03 886.93 0.018 0.018
35.4 502.48 4.51 497.98 -0.007 -0.007
394 271.09 4.13 266.96 -0.027 -0.028
44 .4 131.54 3.77 127.78 -0.297 -0.306
49.5 70.62 3.46 67.16 -0.690 -0.726
52.0 52.16 3.33 48.84 -0.796 -0.851
54.5 37.51 3.20 34.31 -0.741 -0.810
60.2 20.88 3.00 17.88 0.105 0.122
66.0 37.36 2.89 34.47 0.518 0.561
70.8 75.30 2.84 72.46 0.301 0.313
75.5 117.79 2.78 115.01 0.021 0.021
80.2 147.79 2.71 145.08 -0.239 -0.244
85.0 152.77 2.65 150.12 -0.369 -0.376
89.7 131.82 2.62 129.20 -0.382 -0.390
94.5 95.44 2.64 92.80 -0.511 -0.525
99.3 58.02 2.70 55.32 -0.498 -0.522
104.4 30.30 2.77 27.53 -0.326 -0.358
110.0 19.66 2.84 16.82 -0.085 -0.099
115.4 27.79 2.91 24.88 -0.032 -0.036
120.4 45.48 3.02 42.46 -0.083 -0.089
125.2 66.09 3.18 62.91 -0.085 -0.089
130.0 83.50 3.42 80.08 -0.086 -0.089
134.8 91.01 3.71 87.30 -0.026 -0.027
139.6 84.38 4.05 80.32 -0.144 -0.151
144.3 64.98 4.50 60.48 -0.290 -0.311
148.1 45.40 5.01 40.40 -0.480 -0.539
154.6 26.14 6.33 19.81 -0.334 -0.441
159.1 37.56 7.66 29.90 0.325 0.408
164.0 77.84 9.40 68.44 0.514 0.584
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208pb OBSERVED AND SHAPE ELASTIC NEUTRON
SCATTERING ANALYZING POWERS AT 7 MeV

Ocm. 09B5@cm) CE@®cm)oSE@cm) AOBSO: m) ASE®cm)
16.3 3611.74 2.22 3609.52 -0.005 -0.005
20.0 2581.75 1.86 2579.89 0.046 0.047
23.8 1694.32 1.55 1692.77 0.086 0.086
27.6 1023.34 1.30 1022.03 0.094 0.094
31.5 577.59 1.13 576.46 0.094 0.094
35.6 324.76 1.01 323.75 0.058 0.058
39.8 210.69 0.93 209.76 -0.059 -0.059
44.9 153.95 0.85 153.09 -0.257 -0.258
49.6 109.18 0.79 108.39 -0.491 -0.494
54.2 59.65 0.73 58.92 -0.661 -0.669
59.5 17.79 0.68 17.11 -0.906 -0.942
63.2 15.48 0.66 14.82 0.114 0.119
66.3 32.80 0.65 32.15 0.437 0.446
71.0 80.40 0.64 79.76 0.228 0.230
75.5 129.17 0.63 128.54 0.074 0.074
80.2 156.99 0.62 156.37 -0.075 -0.075
84.9 151.02 0.60 150.42 -0.246 -0.247
89.6 117.07 0.59 116.48 -0.405 -0.407
94.4 73.73 0.60 73.13 -0.573 -0.577
99.3 38.48 0.61 37.87 -0.661 -0.672
104.8 22.29 0.63 21.66 -0.054 -0.055
110.3 26.85 0.64 26.21 0.428 0.438
115.3 38.98 0.66 38.32 0.147 0.149
120.2 50.80 0.68 50.12 -0.099 -0.100
126.0 60.61 0.73 59.87 -0.255 -0.258
131.4 63.45 0.80 62.66 -0.164 -0.166
138.5 54.27 0.90 53.36 -0.034 -0.034
144.6 34.82 1.02 33.80 -0.162 -0.167
148.0 22.88 1.12 21.76 -0.425 -0.447
150.1 16.99 1.20 15.80 -0.599 -0.644
154.9 12.47 1.45 11.02 -0.413 -0.468
159.4 25.73 1.79 23.94 0.482 0.518
164.1 58.57 2.21 56.36 0.557 0.578
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