ABSTRACT
ANTHONY, JOHN MICHAEL Systematics of K-Auger Electron Production by 4 - 8
MeV Carbon lons Following Collisions with Gas Targets. (Under the direction of

Professors Steven M. Shafroth and Christopher R. Gould).

Absolute carbon K-Auger production cross sections for transitions with emitter rest
frame energies between 200 and 300 eV were measured following 4 to 8 MeV collisions
with Hsy, He, Ne, and Ar at observation angles between 9.6° and 10.6° in the laboratory
frame of reference.

Spectra were measured using the high resolution projectile electron spectrometer
(HRPES). HRPES is a double pass electrostatic parallel plate spectrometer having an 8 x
53 mm exit window and a position sensitive micro-channel plate detector equipped with a
resistive anode encoder. Doppler broadening of electron spectra from the fast ion beam

was overcome by positioning the detector at a calculated refocusing position.

For incident beams of two electron ions (C#¥), single electron capture into various v,

orbital vacancies (n = 2) of incident C4+(1s2s 3S) metastable ions was the primary

mechanism giving rise to the observed transitions. Cross section measurements for single
electron capture into n22, n=2 and n23 shells are presented and compared with a semi-
classical Bohr-Lindhardt calculation. High resolution spectra showed that the 1s(2s2p
3P)2P - 152 1§ transition was 2.7 times more intense than the 1s(2s2p 1P)2P - 152 1§
transition, while the ratio of fractional parentage coefficients for these configurations is
3.00. The 15252 2S - 152 IS transition was was only 12% as intense as the 1s(2s2p 3P)
2p - 152 18 transition but increased to 45% at 8 MeV. Assuming that electron capture into
all L-shell orbital vacancies is equaly probable, the 1s2s2 28 - 152 1S transition, which

results from capture into the sihglc 1s vacancy of the incident 1s2s 38 ions, should be equal



in intensity to the 1s(2s2p 3P) 2P - 152 1S transition, which occurs 1/6 of the time when an
electron is captured into one of the 6 2p vacancies. Suppression of capture into the 2s sub-
shell is thought to be due to the presence of the 2s spectator electron in the incident
metastable ions.

Evidence of resonant and non resonant transfer and excitation (RTE and NTE
respectively) in the production of excited 152p2 2D and 252p2 2D configurations following

collisions of C#*+ ions with helium and neon is also presented.
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1. INTRODUCTION

When a swiftly moving ion collides with a gas atom, several things may occur.
Collision events are often classified as elastic or inelastic according to whether the total
kinetic energy of the system (ion and target atom) is conserved or not. For example,
elastic nuclear scattering measurements obtained by Geiger and Marsden!-2- were used
by Rutherford* in 1911 to establish the nuclear or planetary model of the atom. If the
internal energy associated with electrons in the orbital cloud or the nuclear particles of
either collision partner is affected, the collision is classified as inelastic since some kinetic
energy is used in forming the excited atomic or nuclear state.

Naturally occuring radioactive elements provided the earliest source of fast ions for the
study of atomic collision processes. However, the present technology for creating and
accelerating ions involves an ion source, an ion accelerator as well as various magnetic
steering and focusing elements. Witl: these tools, a greater number of ionic species as well
as absolute control of the ion's velocity are available for more selective collision studies.
For example, a typical beam of C#+ ions accelerated to an energy of 6 million electron volts
(MeV), is corhposed of carbon ions each containing 2 orbital electrons traveling at ~1 x 107
m/s in roughly the same direction.

In a single collision event, several processes can occur with varying degrees of
probability. The excitation of an atomic orbital electron is, for example, much more likely
than a nuclear excitation. It has become traditional to express inelastic transition
probabilities in terms of a quantity known as the scattering cross section (G) having units of
area. Information about the quantum mechanical wave functions describing excited atomic
or ionic states can be obtained by studying inelastic atomic cross sections as a function of
various collision parameters. Obviously, both the projectile ion and target atom may
become excited. From a theoretical point of view, the ideal experiment is one which

measure as many properties of the collision as possible. These include the final excited
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states of both the ion and the target atom, their recoil angles and their final charge states.
Some recent experiments, for example, have studied the interference effect of nuclear
excitations on atomic processes.

In the present work, decays of the projectile ion's electron cloud following collisions
with a target atorns were observed. Such decays can proceed through the emission of
either a photon or an electron. In these experiments, mono-energetic Auger electrons
which were ejected during the decay of excited ions were observed using the High
Resolution Projectile Electron Spectrometer (HRPES). Auger electron spectra are
composed of various lines which peak at energies that depend on both the atomic number
of the decaying ion and the conﬁguration of its orbital electrons. A specification of the
electronic configuration includes information about the number of orbital electrons, their
distribution in the respective shells and sub-shells (eg 1s, 2s, 2p etc.), and the coupling of
their spin and angular momenta .

Projectile electron spectroscopy (the study of decays from moving 1ons), although
technically more difficult, has several advantages over target electron spectroscopy.
Whereas most excited target states are formed through ionization, the probability of
forming excited configurations through such processes as capture and excitation is much
greater for ions than for neutral target atoms. In addition, modern ion sources are capable
of producing micro-Ampere beams of almost any element in monatomic form, and the
limitation of studying only a few naturally occurring monatomic target gases can be
avoided. Lastly, foil or gas stripping of ions can be used in conjunction with magnetic
selection to control the incident charge and, to some degree, the electronic configuration of
the incident ion.

1.1 Decay Modes

The importance of the study of ion-atom collisions has been understood since the early

part of the present century. In 1913, for example, Chadwick® and others recognized that

atomic ionization was responsible for producing an x-ray line spectrum characteristic of a
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particular target element when it was exposed to high energy alpha particles. In these

studies, a photon is emitted when an outer shell orbital electron jumps to fill a vacancy
created by the ionization of an inner shell electron due to the passage of the alpha particle
through the orbital cloud.

Auger decay, or the emission of a mono-energetic electron from excited atomic
configurations, was first observed and interpreted by Pierre Augers:7. As a graduate
student in 1922, Auger helped construct the first Wilson cloud chamber built in France.
This device allowed the tracks of electrons, ions and atoms to be made visible as vapor
tracks formed along the trajectories of the charged particles. He later built a second cloud
chamber in hopes of measuring the angular distribution of photo-electrons ejected from a
target atom after bombardment by x-rays®. However, Auger was surprised to find that the
tracks seemed to occur only in multiplets with one having a variable length and the others
having fixed lengths. He found that the length of the mono-energetic electron tracks were
characteristic of the target element and that their yield depended on the target atomic
number. On pursuing this "bavure sans importance”, he was lead to conclude that certain
excited ions could decay by a spontaneous emission of an electron and postulated that
autoionization resulted from the conversion of atomic potential energy into kinetic energy of
the autoionized electron.

Auger's picture was confirmed theoretically by G. Wentzel® who in 1927 presented the
non-relativistic formalism for the Auger effect and confirmed that the mutual repulsion
between electrons could serve as a mechanism for energy transfer between the jumping
electron and an outer shell electron.

Although x-ray emission is the decay mode generally associated with atomic decays, it
has been pointed outl® that radiative decay is dominant only for K and L shell wransitions
from atoms with atomic number between 32 and 83. Auger yields (a) and fluorescence
yields () are quantities which reflect the relative strength of these decay modes:

(1.1) w+a+o=1



_ 4
o represents yields from other decay modes including Coster - Kronig!!, Super Coster

Kronig!2, and higher order Auger transitions!3. These competing decay modes are

illustrated in figure 1.
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Figure 1 Mlustration of the various decay modes for an excited configuration

1.2 Review of Relevant Research

Since Chadwick’s early studies of the line spectra of x-rays emitted by excited atoms
and of the dependance of spectral properties on collision conditions, an enormous mass of
data has been collected. Although a number of broad issues have been pursued, several
differences and similarities can be identified.

The objective of these investigations can roughly be divided into three categories: 1)
measurement of the energy differences between atomic levels; 2) measurement of transition
rates for atomic decays, and 3) measurement of the probabilities of forming excited atomic
states.

In addition, an assortment of methods have been used to achieve these goals. Since the
decay of ions or atoms can proceed by either photon or Auger electron emission; the
experimental techniques can be broadly categorized as either x-ray or Auger spectroscopy.
Often, the yield of one decay mode is small, and the experimental technique of choice is
pre-determined by the collision system, or by the particular configuration of interest. Also,

since x-ray emission is a relatively slow process as compared to Auger emissionl* the
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natural width of an x-ray lines. is much less than that of the corresponding Auger line. In
this sense, X-ray spectroscopy is better suited for determining decay energies. It is,
however, an accepted fact that an increase in x-ray resolution results is accompanied by a
corresponding decrease in detection efficiency. This problem is not as severe in Auger
spectroscopy where only an electric or magnetic field is required to separate the charged
electrons so that improved resolution can easily be implemented by increasing the field
strength.

Further differences in experimental technique can be identified with the method used to
produce the excited configurations. They include bombardment of an atomic system by
electrons, ions and photons. The formation of excited states through heavy ion
bombardment, was chosen in this work partly since strict selection rules do not apply to
these excitations and many configurations which are not readily populated by photon or
electron impact are easy to produce. Photon impact excitation of core electrons is most
difficult and generally limited to electric dipole (E1) transitions having selection rules:

(1.2) AL=Lf-Lij=+%1 AM=M;-M;=x1 Al=J-Jj==1 A =mp- 1t = 1
That similar restrictions apply to electron impact has already been noted by Mehihorn!>.
1.2.1 Projectile Auger Spectroscopy

In this section, several recent experiments in the field Auger spectroscopy will be
described. However, due to the abundance of research in this field and the limited scope of
this work, the following is not intended to serve as a complete review of the field. Instead,
the interested reader is referred to several recent review articles!6.

In the late 1960's and early 1970's, I. A. Sellin and collaborators were among the first
to investigate Auger electrons emitted during in-flight-decays by ions excited in collisions
with thin foil targets!’. By studying the intensity of Auger electron emission as a function
of distance from a the foil, Sellin was able to measure lifetimes and transition energies of
the metastable 1s2s2p 4P -1s2 1S decays of various elementsi8. Although this was a

valuable technique for studying lifetimes, prompt Auger transitions were not studied.
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Within the dense target foil each ion would experience many collisions and a rich spectrum
of excited ionic configurations would be produced with high probability. The spectra of
Auger electrons emitted by ions as they emerged from the foil surface were impossible to
interpret due to line blending (many decays having nearly the same energy). The line
blending problems were further complicated by collisional broadening as a result of energy
straggling of ions within the foil.

Schneider et. al. showed that these problems could largely be overcome by using
sufficiently fast and highly stripped ions19:20, Since energy differences between excited K
and L shell configurations are greatest, and since high velocity collisions limit the formation
of excited configurations to those shells, the resulting projectile decay spectra are composed
of fewer and more dispersed transitions. In flight decays from excited projectiles were
measured following 2 MeV collisions of carbon ions with thin (Spgm/cm?2) carbon foils. A
complete identification of lines found in the prompt Auger electron spectra was given, and
transition energies were determined to within a few tenths of an eV. The success in
identifying these K-Auger transitions, was due in part to ab initio energy calculations by the
authors for a host of excited configurations. Many transition energies and line
identifications were useful in identifying carbon K-Auger transitions the early stages of the
present work.

Experimental accuracy in determining Auger transition energies was improved in a
landmark experiment by Rodbro et al2!. Projectile Auger spectra were measured for low
energy (0.1 MeV to 0.5 MeV)) beams of light ions (Li, Be, B and C) in collisions with
helium and other noble gas targets. Low Z (Z = atomic number) ions were used as their
Auger spectra contain fewer lines due to the small number vacancies in the incident ion.
The effective thickness of the target was kept small enough to insure single collisions thus
reducing ion straggling as well as other multiple collision problems. Berry potentials,

space charge potentials and energy shifts caused by the kinematics of electron emission by
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the moving ion were carefully taken into account in the absolute energy calibration of the

spectral transitions.

The absolute energy calibration of the Rodbro's data was by Chung who employed his
"saddle point” technique?? to calculate the 1s2s2p 4P — 1s2 1S transition energy. This
result was then used to re-calibrate the K-Auger electron spectra of boron and carbon23-24,
Relativistic and mass polarization effects were included in Chung's calculations and a
comparison with experimental measurements of the 1s2p2 4P — 1s2s2p 4P optical
transition has helped establish these values as benchmark quality (}.exp =13442+0.3 A
compared to AChyng = 1344.22 A).

Although the problem of line blending can be partially avoided by using highly stripped
low Z ions, recent techniques have been developed to help further circumvent this problem.
Since the primary cause is that lines corresponding to various projectile charge states all
contribute strongly to the Auger spectrum, the solution 1s either to limit the number of post
collision charge states or to use electron-ion coincidence techniques?. The coincidence
techniques developed to date, however, are troubled by counting rates that are much too
low for present high resolution spectrometers. Itoh et. al2¢ were able to obtain Auger
spectra for a particular projectile charge state by using low Z target atoms. This method has
come to be known as ion surgery, and involves the selective excitation or ionization of a
single inner shell projectile electron.

Electron capture has also been used to limit the charge state distribution of excited post
collision ions. Before the collision, the ions are prepared in a highly stripped state so that a
number of electron vacancies exist including the possibility of some K (or inner shell)
vacancies. For both the K-vacancy bearing, and ground state ions, electron capture to an
outer sﬁell occurs 103 to 104 times more frequently than does excitation or ionization of an
inner shell electron. Also, for the K vacancy bearing ions, the resulting post collision ion
is almost always in an electronic configuration suitable for Auger decay. Experimenters at

the MacDonald Laboratory of Kansas State University began studying Auger decay spectra
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from excited configurations formed by electron capture early in the 1980's27. Vacancy
bearing ions were prepared by passing fast fluorine ions through a thin carbon foil. In this
process, a distribution of fluorine charge states are created as well as a number of excited
configurations. In general, the excited configurations have a very short lifetime, and decay
to the ground state before reaching the target cell located several meters from the foil.
However, two-electron (He-like) ions formed by post stripping contain a strong component
of the long lived 1s2s 3S configuration that may survive the flight to the interaction region.
Using experimentally measured values of metastable lifetimes, the Kansas group estimated
that ~99.6% of the 9.5 MeV 1s2s 3S F7+ beam produced in the stripping foil survive the 10
meter flight to the target cell before decay.

They were also able to measure the fraction, f3g, of the 1s2s 3S component of ions
produced by post stripping for several elements as a function of the beam energy?8. A plot
of the KSU group's metastable fraction vs. collision velocity for the various ionic species
of He-like ions is shown in figure 2. The horizontal axis is actually the ratio of collision
velocity to Vi -the velocity of an electron in the ion's K-shell. The solid line is a fit to the
experimental data.

These measurements involve determining relative yields of Ti K-x-rays as a function of
the ion's incident charge state. It relies on K-shell vacancy sharing between the projectile
ions and atoms within a thin Ti foil, and has been discussed in detail elsewhere29.

1.2.2 Simultaneous Transfer and Excitation

From a purely scientiﬁc- view point, the motivation for research involving atomic
transitions is to gain information about the principles govemning the behavior of the atomic
electron cloud. The laws of quantum mechanics have slowly emerged since the turn of the
century and developed into a substantial theory to explain atomic processes. That
experiment has played a vital role in this evolution would have been expected. However,
the complexity of the mathematics involved in finding an exact solution for a system as

simple as 3 electrons bound 0 a point nucleus renders the problem hopelessly difficult.



Figure 2 The fraction, f3S’ of the 1s2s 3S component for various incident two-

electron ionic systems as a function of the ratio of the ion velocity to the

ion's K-shell electron velocity. Taken from ref. 29.
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Instead, approximations are implemented to obtain a rough solution.

A number of atomic phenomena involving strong electron-electron potentials and
unorthodox collision schemes, have been studied recently to gain insight into atomic
excitation and decay mechanisms. They include: REC (radiative electron capture); DR (di-
electronic recombination); and RTE (resonant transfer and excitation). In addition to the
basic knowledge that a study of these exotic processes brings to atomic physics, there is a
clear need for these measurements in many other areas such as the plasma fusion program.

For example, REC occurs when a free electron is captured into an inner shell of an ion
and the ion emits a photon whose energy is equal to difference between, the relative kinetic
energy of the electron before capture, and the potential energy of the bound electron (after
capture). The DR process, on the other hand, occurs when an electron is captured into an
inner shell and a second inner shell electron is promoted to a higher orbital. The resulting
ion can then decay by emission of an x-ray. Photon emission via the REC and DR
channels are leading causes of plasma energy loss, and can have a significant plasma
cooling effect. DR has been called the inverse Auger effect since it is the time reversed
process of atomic decay by electron emission.

In 1980, Tanis devised a method to measure a process analogous to DR3C. Instead of
using free electrons contained in a plasma or from an electron beam prepared 1in the
laboratory, he proposed using electrons loosely bound to a targct atom such as the orbital
electrons of hydrogen or helium gas atoms, and a highly ionized beam of sulfur (Li-like
S13+) to play the role of the ions found in a hot plasma. In the Tanis scheme, a high
velocity ion beam would pass through a gas cell of Hy or He, capture a "nearly free”
electron and convert the electron's relative kinetic energy into atomic potential energy by the
promotion of a K-shell electron. This process has come to be known as RTE (resonant
transfer and excitation) to distinguish it from a competing process, originally investigated

by Pepmiller3!, known as NTE (nonresonant transfer and excitation).



12

Obviously, RTE is very similar to DR, however a few differences are worth
emphasizing. In the DR environment (ie. a thermal plasma), the massive ions are relatively
motionless, while the lighter electrons move rapidly. In RTE, the electrons are bound to
nearly stationary atoms32 while the ions move rapidly. Also, the motion of the electrons
within the target atoms (ie. electron orbital motion) makes a significant contribution to the
kinetic energy of the captured electron in the ion's rest frame.

RTE has been treated theoretically by Brandt33 and Feagin4, while MacLaughlin and
Hahn33 have calculated DR cross sections. Brandt showed that in the impulse
approximation, RTE cross sections could be calculated from DR cross sections.

Although the coincidence technique employed by Tanis has provided clear proof for the
existence of RTE as well as many interesting twists more detailed information can be
obtained by studying this process using high resolution Auger spectroscopy.

Recently several experimenters have reported observing RTE in high
resolution36.37.38.39 These measurements were in excellent qualitative agreement with
theory, and have revealed new information which should further our understanding of the
process.

A competing process (NTE) can result in production of the same excited
configurations as RTE. In the NTE process, a target electron may be captured by the ion
and a second electron may become excited in the same collision. Although this
characterization is the same for both RTE and NTE, the difference lies in the manner in
which the electron excitation takes place. In NTE, the excitation is driven by the time
varying electric potential of the target nucleus, while in RTE it is driven by the field
between the captured and excited electrons. As a result RTE is called a correlated process,
while NTE is uncorrelated.

1.3 Objectives and Applications of the Present Work
The research that follows is concerned with measuring projectile Auger electron

production cross sections from carbon ions which were excited in 3-8 Mev collisions with
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thin gas targets of Hy, He, Ne, and Ar, and using them to infer various atomic process
cross sections. Cross sections for simple electron capture into projectile n=2 shells (2s and
2p sub-shells), n=3 shells (3s,3p and 3d sub-shells), as well as n=4,5 shells were
obtained. In addition, it was found that the production of several excitation configurations
were most likely formed through higher order processes such as resonant and nonresonant
transfer and excitation, and are often the result of strong electron-electron potentials.

The spectrometer used to measure Auger electron intensity vs. kinetic energy spectra
was designed and constructed recently at the University of North Carolina at Chapel Hill.
This High Resolution Projectile Electron spectrometer , or simply HRPES, is a tandem,
30° parallel plate electrostatic analyzer. The novel design and uniqueness of this
spectrometer lies both in the manner in which electrons are detected and the method used to
deal with spectral line broadening induced by kinematic effects. Conventional
spectrometers utilize an exit slit which defines the spectrometer’s intrinsic resolution.
However, the HRPES has instead a .0.200 inch ~ .2.250 inch exit window cut in the base
plate at the exit of the second stage field, and electrons are detected on a position sensitive
micro-channel plate detector. The rectangular 8 — 50 mm micro-channel plate detector can
be remotely positioned by two vacuum compatible, computer controlled, stepping motors
so that the MCP distance from and angle with respect to the base plate exit window can be
adjusted. This capability allows the detector to be remotely positioned along a calculated
Doppler refocusing plane. The spectrometer and the principle of refocusing have been
described previously40.

In the early pages of this chapter, an attempted has been made to develop some of the
fundamental reasons for the study of atomic collisions. Also, it was mentioned that RTE is
closely.related to DR and that both processes are of great interest in the magnetic
confinement fusion program. A primary difficulty in the fusion program is the ability to
achieve and sustain plasma temperatures sufficient for fusion. The need to minimize

radiative energy loss mechanisms has created a strong demand for DR cross sections.
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While direct measurements of DR cross sections have been plagued with experimental
problems and generally limited to the least important outer shells, RTE measurements have
been useful for checking recently calculated DR cross sections for inner shells.
Furthermore, measured atomic collision cross sections can be used to interpret the
intensities of spectral line emission giving information about local density, temperature, and
ion mobility within the plasma.

As stated in a recent review article on the role of atomic spectroscopy?! in astrophysics,
most of our knowledge of the universe has come from the study of spectral lines emitted by
astronomical objects. Indeed, since most of the universe is a plasma, atomic collision
measurements are needed in astrophysics to infer solar temperatures, ion velocities and the
abundance of elements in the universe. Metastable ions are of particular interest as noted in
reference 41.

A rapidly growing and diverse set of needs for atomic structure information within the
health care, energy and defense communities lias created a specific demand for this
information. In the health care field, the energy loss of highly charged ions in matter
depend on ionization cross sections. Recent work on X-Ray lasers has shown that highly
charged ions are perhaps the best hope for obtaining energetic correlated photon beams.
1.4. Summary

In chapter 2, the experimental apparatus will be presented. After sketching the various
beam preparation facilities available at the Triangle Universities Nuclear Lab, the target leg
apparatus, computer interface (including signal processing electronics) and spectrometer
will be examined. A brief review of refocusing and improvement of spectrometer
resolution by deceleration of electrons before the analyzer will be given.

The frocedure used in the analysis of raw data is given in the following chapter. The
presentation includes particulars about the normalization of measured yields into absolute
Auger electron production cross sections. An examination of various spectrometer

efficiency factors such as the efficiency vs position along the MCP detector and the effect
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of electron deceleration are also included in chapter 3. Comparison will be made to similar

measuraments made in other laboratories.

Finally, the results will be presentedin chapter 4, and discussed in chapter 5.
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2 EXPERIMENTAL METHOD
2.1 Ion Beam Preparation

Experiments were performed at the Triangle Universities Nuclear Laboratory (TUNL)
located on the campus of Duke University in Durham, North Carolina. The facilities
include a model FN tandem Van de Graaf capable of achieving up to 8 million terminal
Volts for ion acceleration. A diagram of the TUNL accelerator bay appears in figure 3.

C- ions were obtained from a high brightness sputter ion source4? (SIS). Heat is
applied to a reservoir containing cesium causing Cs atoms. As the Cs atoms migrate
through a hot tungsten ionizer, the neutral atoms become ionized and C- ions are produced
when the Cs* beam is focused onto a graphite target cone. Large yields of C- result since
Cs* is a strong electron donor. Since a bias of -50 KV is applied to the SIS, the C- ions
are accelerated into the grounded beam pipe and subsequently are deflected into the
accelerator tube by an electromagnet (M2 in figure 3). H- beams were also needed for
spectrometer efficiency calibration (see section 3.3.4). They were obtained from the
"Dennis II" direct extraction plasma source (also shown in figure 3). A high voltage arc
passing through low pressure Hp gas: within the Dennis II diode chamber produces various
positive and negative charge states of Hydrogen including H- ions.

When the ions reach the Van de Graaf terminal, they pass through a stripper canal
containing low pressure oxygen gas (Op). Some negative ions then become positively
charged due to electron stripping. Assuming the incident charge to be -1, the energy of the
ion beam (Ej) emerging from the accelerator is given by:

(2.1) Ep =Vt (Q+I)

where Q is the charge of the positive ion after stripping, VT is the accelerator terminal voltage
and Ej is given in electron volts (eV). Since electron stripping from the individual ions in the
beam is a statistical process, the positive beam emerging from the accelerator is composed of

several components each having a characteristic charge state (Q) and ion energy (Ep).



Figure 3 Ion beam preparation at the Triangle Universities Nuclear Lab. The diagram
shows equipment located in the accelerator bay including: the model FN
tandem Van de Graaf accelerator; various negative ion sources; and

magnetic elements used for beam focusing and steering.
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Selection of a particular component from the distribution of tandem charge states was
accomplished using the 90° - 90° electromagnet system (M4 and M3 in figure 3). If the
bending radius of the magnets (R) is known, the magnetic field strength (B) can be set to
select lons having a characteristic mass (M), energy (Ej) and and charge (Q) :
\ME,
QR

For terminal voltages used in these experiments, the C2+ component was usually

(22) B=

chosen since it was found to be the most intense. C4* ions were obtained by post
acceleration stripping. This was accomplished by lowering a thin carbon foil (~51g/cm?)
into the path of C2*+ beam emerging from the 90-90 system. The C** beam was then
deflected into target room #2 by a final switching magnet (M6 in figure 4).

Focusing of the ion beam before the target leg was accomplished using the four
magnetic quadrupole lenses also shown in figure 3. Magnetic steering elements located at
both ends of the accelerator and 90-90 magnet system were used to maximize transmission
through the accelerator and bending magnets.

A terminal feed-back amplifier system was used to help reduce periodic drifts in
acceleration voltage. Control slits located at the exit of the 90-90 magnet system were used
to locate the ion beam. Slit currents were read by a difference amplifier whose output was
used as feedback to the terminal amplifier to lock the beam onto a desired energy.

2.2 Target Leg

Once an ion beam having the desired energy and charge had been prepared, it was
deflected into the 70° target leg shown in figure 4. The target leg consists of elements used
to position the beam along the transmission axis, the collision chamber containing the
spectrdmetcr and target cell, and a Faraday cup in which the beam is collected and
measured.

The beam was brought to-a focus at the target cell using using the Q7C and the target leg

quadrupole lenses shown in figures 3 and 4 respectively. Pairs of vertical and horizontal
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magnetic steering elements (labeled V and H in figure 4) were needed to change the angle
and position of the ion beamn. The quadrupole and chamber collimation slits were carefully
adjusted to limit the ion beam divergence and ensure that no ions were lost by beam
scraping on the .375" x (.375" exit aperture of the gas cell. This procedure helped insure
that all ions able to emit Auger electrons within the spectrometer viewing region were
collected in the Faraday cup.

Also shown in the figure is a beam profile scanner. Signals from the scanner were
displayed on a standard oscilloscope so that the absolute position and the density profile of
the ion beam could be inspected.

The 24" diameter collision chamber contained the HRPES spectrometer, the target cell,
and the electron hot wire. The inside of the collision chamber was covered with 1/8" thick
pu—metal shielding in order to annul any magnetic fields which might be found near the
HRPES. Such fields can seriously perturb electron trajectories within the HRPES and
degrade its resolution. This material is commonly used for magnetic shielding because of
its large magnetic permeability. The target gas cell and the HRPES spectrometer are
described in sections 2.2.1 and 2.2.2 below.

The hot wire provided a source of mono-energetic electrons needed for energy
calibration (see section 3.1) and other tests. The hot wire consisted of two D.C. power
supplies and a tungsten filament. A schematic is shown in figure 5. The intensity of
electrons emitted from the filament could be controlled by adjusting the 0 - 20 Volt filament
(Vp) supply, while the energy of the electrons was set using the O - 1000 Volt bias supply
(V). The filament and ground plate were mounted on the end of a rod which extended
througk_] the wall of the collision chamber so that it could be rotated into the test position
while the chamber was at vacuum and could be rotated out of the path of the beam during
runs.

After exiting the collision chamber, ions were collected in an electrically isolated
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Faraday cup and measured by a current integration device43 (BCI meter). A suppressor
ring, biased at ~ -1,000 Volts, was used to prevent false enhancement of ion current due to

electrons being expelled from the entrance aperture of the cup.

GROUND
PLATE

Figure 5 Electron hot wire schematic.

2.2.1 The High Resolution Projectile Electron Spectrometer

The HRPES is a tandem parallel plate analyzer consisting of a central plate (held at
ground potential) and two deflection plates each maintained at the same negative plate
voltage (Vp). Design parameters for the HRPES have been presented elsewhere along with
a detailed treatment of its focusing properties (see reference 40). A diagram of the target
cell, spectrometer and ion beam orientation is shown in figure 6. Spectrometer components
were constructed from aluminum or stainless steel to minimize magnetic fields which may
be found in ferrous metals.

Electrons in a uniform electric field travel in parabolic trajectories whose range (R)
depends on the strength of the electric field (the field is given by st- where s is the
separation between the base plate and deflection plate), the angle (¢) with respect to the
field at which electrons enter the spectrometer, and the electron's energy (E). The range

can be calculated using the expression:
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S
e Vp

(2.3) R=2E sin 2¢

where ¢ is the charge of an electron (1.6 x 1019 C).

In most conventional parallel plate analyzers, electrons enter the analyzer field through a
narrow slit in the ground plate and are recorded by a detector placed behind a similar exit
slit located some distance R from the entrance slit. In such a set up, the range (R) and plate
separation (s) are fixed. With Vp set at a given voltage, detection counts represent
electrons having rather well defined energy given by equation (2.3). The combined width
of the entrance and exit slits, however introduces some error (AR) into the range and

. AE .
consequently into the energy (AE) of the detected electrons. The quantity - is known as

the spectrometer resolution and slit widths are usually kept small in order to improve
resolution. Slit width is usually ~1% of the range since extremely narrow slits limit
spectrometer efficiency. Also, the range and slit widths fix the spectrometer entrance angle
limits (¢pg = Ad).

A problem with the conventional electron spectrometer occurs when electron intensity is
to be measured over a range of energies. The piate voltage is usually stepped or ramped in
order to buiid a spectrum of counts vs. electron energy and a great deal of time is taken up
in the process. The HRPES overcomes this problem by using a 53 mm exit window and
a 50 mm position sensitive detector. The detector is equipped with a resistive anode device
for position encoding (see section 3.2). Position sensitive detection has the advantage over
a conventional analyzer of simultaneous detection of electrons over a range of electron
energies and the need for scanning is eliminated. The HRPES is able to simultaneously
detect electrons over an energy range covering 50% of the central energy. The central ray
spectrometer constant which gives the ratio of the electron energy to the plate voitage
needed to cause the electron to strike the center of the detector, was found to be 1.98. A
dark count rate of ~ 1 count / second was measured with chamber vacuum of 8 x 10-6

Torr.
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Since Auger spectra measured in this work can be seriously degraded by Doppler
broadening effects (see section 3.4) and since electrons differing in energy by as much as
50% could be transmitted through the HRPES exit window, the intrinsic focusing
properties of this analyzer were studied in detail. High energy resolution was obtained by
positioning the detector at a calculated refocusing position and orientation. The detector
position and angle relative to the spectrometer exit window was set by the two stepping
motors shown in figure 6. The motors were located inside of a vacuum housing and kept
at atmospheric pressure as they were not vacuum compatible. Annulment of the magnetic
fields of the motor armatures was accomplished by lining the vacuum housings with p-
metal shielding.

Refocusing of electrons emitted by a moving projectile was first discussed by
Bachmann et. al.#4 as a means of improving resolution. They derived the first order
focusing condition and applied their technique to a conventional PPA in which spectra were
acquired in a multiscaling fashion using a ramped deflection voltage. The concept of
refocusing is based on finding a plane at which to place the detector such that the x
coordinate of the electron trajectories is independent of ¢. Referring to the schematic
shown 1n figure 6, the expression for the x component of an electron trajectory is given by:
(2.4) x=(Ra+ys-y)cotd + % (s1 +s2) sin 2¢

a = separation distance between the first and second stage electric fields

ys = the initial y coordinate of the emitted electron

Vp = the deflection voltage applied to the 1st and 2nd stage deflection plates
E =the electron energy in electron Volts

s1 = the distance between the ground plate and the first stage deflection plate

sp = the distance between the ground plate and the second stage deflection plate

First order focusing is obtained when _g_x_ = ( which, together with (2.4) determines the y

coordinate of the focal plane:
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2.5) g—;‘f (2a -+ ys -yp) (e5¢2 ) + G (51 +52) (2005 20) =0

or, yE=2a+ys- %(sl +s7) sinZ 6 cos 2¢

The x coordinate of the focal plane can be found in terms of yf:
1
(2:6) xp=(2a+ys-yp cot ¢ (1 +———)

cos 2¢
and the angle defined by the focal plane and the exit window is:
Yyt cos 2¢
(2.7) tanP====-tan ¢ ——
P E;}‘/_f ¢ 1 + cos2d
2
Second order focusing occurs when g;% = 0. This condition can only be satisfied for ¢ =

30° and results in a value of f = -10.9°.
For electrons emitted by a moving source, the situation becomes more complex.
Swenson has shown that for moving sources the first order focusing condition is satisfied

on a plane that is displaced a distance Ry from the focusing position for a stationary source:
sin O

(2.8) Rp= %(sl +s9) sin 20 sin ¢

—-cos 6
g

and making an angle [ with the exit window given by:

(29) tanP=- (cot o - %}

second order focusing could only be achieved at an observation angle of 6 = 9.6°.
2.2.2 The Target Gas Cell

The target cell assembly is composed of concentric aluminum cylinders having outer
diameters of 1.0 and 2.5 inches. They are held in place by an insulating Teflon top piece
which also contains a hole to allow target gas to flow into the inner cylinder, and a second
hole so that target pressure can be monitored by a capacitance manometer. Target pressure
was regulatcd using an electronic MKS model 220 control circuit which can maintain the
cell pressure to within 1% of the set point value. Gas from the inner cell was able to escape

into the region between the cells through the ion beam entrance and exit apertures and
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through the spectrometer viewing slots shown in figure 6. To minimize contamination of
the ion beam before the spectrometer viewing region, the target cell assembly was mounted
over a 4 inch diffusion pump having a pumping speed of 500 liters/second. A second
diffusion pump in the collision chamber was used to lower the chamber pressure and
enhance spectrometer operation. A target gas manifold system was used so that the target -
gas could easily be changed from the control room using a panel of switches to open and
close solenoid valves to the desired gas or to a mechanical pump which was used to remove
old gas. In changing gases, tﬁe manifold was normally flushed two or more times while
monitoring the manifold pressure to ensure the pressure between flushes was below ~3
mTorr.

Target pressures were chosen carefully to ensure single collision conditions. This is
satisfied when the pressure is sufficiently low that ions interact with no more than one
target atom in the trip through the target cell. Since the number of target atoms is directly
proportional to the cell pressure, single collision conditions were ensured by observing the
linearity of yield with target pressure. Pressure studies were made for all gases at a
collision energies of 3 MeV for C4+ ions. Figure 7 shows the results of a typical pressure
study.

The target cell assembly had provisions for spectrometer observation over a range of
angles near the ion beam axis (-2° <6 < 13.5%) and at 10° increments between 20° and 60°.
Observation angles less than 9.4° were not used due to beam scraping on the comer of the
spectrometer nearest the beam. The discrete viewing angles were defined by several
0.020" x 0.087" rectangular slots in the inner cell, and corresponding 0.063" x 0.200"
slots in the outer cell. The central angle of these slots were carefully measured and found
to be at 8 = 19.5°, 28.7°, 39.9°, 49.6°, 59.8°.

Since the spectrometer entrance slits rotate about the central axis of the inner cell at a

distance of 0.862 inches from the inner cell, the acceptance angle for the .020 in discrete



Figure 7 Experimental yield for the 1s(2s2p 3P) 2P - 1s2 1§ (2_P+ top figure),
1s(2s2p 1P) 2P - 152 1§ (2_P- middle figure), and the 1s2p2 2D - 152 1S
Auger decays (2_D bottom figure) measured at various target pressures.

Linearity of Auger yields ensures single collision conditions.
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slots can be calculated:
0.010

(2.10) Olglot = 2 X Tan'! (m) =1.328°

For observation angles less than ~18.5°, the natural acceptance angle of the
spectrometer (CgRpES = 1.6°) was unrestricted.

Enhancement of spectrometer resolution was obtained by decelerating the Auger
electrons before the analyzer. This was accomplished by biasing the target region defined
by the inner cylinder of the target cell to a positive potential V4. Electrons with energy Ep
emitted in the decay of excited projectile 1ons are decelerated by the resulting electric field
between the concentric cylinders of the target cell. The energy, EA', of the electrons
entering the analyzer is then given by:

(2.11) EA' =Ea-eVy

and the resulting spectrometer resolution AEA/Ea is enhanced in proportion to the
deceleration factor F = EA/E 4.

2.3 Computer Interface and Electronics

A diagram of the electronics is shown in figure 8. Electrons emerging from the
HRPES second stage exit window are spatially dispersed so that their position along the
detector is proportional to the electron's kinetic energy in the analyzer. The low and high
energy ends of the detector are indicated in the figure (LE and HE respectively). The
detector was composed of an array of individual micro-channels with each channel able to
multiply an electron's charge much like a continuous dynode. Charge multiplication occurs
when electrons collides with the curved channel wall and a spray of secondary electrons is
emitted. Since a multiplication bias is applied to the detector so that the exit end of each
curved channel is at +2000 Volts with respect to the entrance end, the primary and all
secondary electrons accelerate progressively along through the channel and continue to
create avalanches until the entire charge pulse is deposited on the Resistive Anode Encoder

(RAE).



Figure 8

Signal processing electronics for the HRPES spectrometer. Pairs of Q4 and
Qg charge pulses result from charge division whenever an electron's
multiplied charge is deposited on the resistive anode encoder. Two parallel
sets of electronics modules produced fast NIM standard timing signals from
each pair of Q4 and Qg pulses. After introducing a 2is time delay into the
QA signal to ensure that the Qp signal always leads, the time between pulses
was measured by a time to voltage converter (0-2 ps time range; 0 - 8 V
voltage range) whose output voltage was read by an Analog to Digital
Converter and used to build an electron count vs TAC voltage spectrum in
VAX memory. The numbered bubbles ( eg. (0 ) indicate outputs to the

computer interface electronics shown in figure 9.
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(g pulse height spectrum
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The HRPES electronics can be divided into two functional sections. The first section
~ includes all electronics modules shown in figure 8, except the time to amplitude converter
(TAC). The primary function of these modules is to generate pairs of fast rise time signals
(ie. NIM standard signals) for each QA - QB pulse pair, and for generating a TTL strobe

signal to enable the TAC. The second serves as the computer interface and extracts

VAX 11/780 _ ,
32 BIT [ | R e
325MB
e CAMAC Daliraay I
?LLLL’DTI ”rs 1319 RT3 1 “lum,
Frosel Hex Scaber 16 Bit] 16 Bit{ 16 Bit Cnte Donodet
Scaler rg. Recf Inp. Raglinp. Rad
e <L
® I
® [ouz]2]2.l.2
Ny e i
.ﬁ!ﬂ(hllﬂ
. e Strobe
Figure 9 Schematic showing relevant components of the Triangle University Nuclear

Laboratory's computer interface. A standard CAMAC interface is used.

position information from the time delay between the Q4 and Qp pulses of cach pair. The
counts are physically transferred to the VAX via a standard CAMAC interface using a 32
bit microcomputer, known as an MBD, and a Unibus. The MBD was able to transfer data
by direct memory access to global sections of VAX memory. Three spectra were measured
for eacﬁ run and were built from the incoming data by a VAX Data Acquisition Program
(also known as a DAP file). The VAX interface electronics are illustrated schematically in

figure 9.
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It was necessary to take great care in matching the signal processing for Qa and Qg in
order to obtain a high quality timing spectrum. Pulses from the QA and Qp pre-amp
outputs were amplified by identical Ortec model 452 spectroscopy amplifiers whose gains
were carefully matched. In addition, pulse height spectra for Qa and Qg were recorded for
every run. The four input universal logic unit shown in figure 8 provided the TAC strobe
and was monitored by a KS-3610 50 MHz counter.

Since the lowest energy Carbon K-Auger transition observed in this work (at 227.2 eV)
is only ~80 eV less than the highest energy transition (at ~300 eV), the amount of charge
(Q) resulting from multiplication in the detector did not differ significantly for various
Auger transitions. The 2000 Volt bias helped eliminate systematic errors such as those
caused by pulse height discrimination level settings. The RAE is composed of a material
having a uniform and isotropic resistivity, and each end is connected to the biased (+2300
V) input of an Ortec model 142PC fast pre-amp (~1x100 Hz count rate). The charge pulse
Q divides into Q4 and Qg pulses according to the resistance between Q and each pre-amp.
Also, the RAE is capacitively coupled to ground so that the propagation velocity of pulses
to the Q4 and Qp pre-amps is given by:

2.1 v=vk ¢
where k 1s the dielectric constant of the capacitor and c is the velocity of light. The total
delay time across the RAE was determined by using a biased (typically, 200 V) hot wire as
a source of monoenergetic electrons and scanning the spectrometer plate voltage to locate
them on the LE edge of the detector. Pulses arriving at the HE edge were found to be
delayed by 1.8 psec with respect to those at the LE edge.

With hot wire electrons on the center of the MCP, the spectroscopy amplifier gains
were adjusted so that the Q4 and Qp distribution centroids are coincident. The QA and Qp
unipolar pulses were also counted in a scaler and could be compared with values from the

TAC strobe scaler giving an indication of the amount of noise on each circuit.
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The TUNL data acquisition interface is shown in figure 9, and a detailed description of
the TUNL data acquisition system can be found elsewhere*3. The interface system
contains CAMAC*6 hardware and software to facilitate communication between the Crate
Controller (CC) and various slave modules. In these experiments, a KS-3610 scaler was
used to count pulses from:

1) the beam current intergater (BCI);

2) & 3) the unipolar output of the Q4 and Qp spectroscopy amplifiers (raw Qa
counts and raw Qp coﬁnts);

4) a 60 Hz clock(run time); and finally

5) TAC strobe pulses generated by the universal logic unit (e-strobe counts).

The scaler values for the various runs were recorded in a run log book and were not
dumped to VAX memory. However, the Auger electron timing spectra and the Q4 and Qg
charge distribution spectra were saved. The spectra were dumped to disk files which were
later copied to magnetic tape. They were measured using KS-3063 16 bit input/output
registers after the pulses were digitized by Northern model 8192 ADC's. Although slower
CAMAC compatible ADC's are available, the 100 MHz Northern ADC's eliminated the
need for ADC dead time corrections. The length of the run was controlled by a Borer
model 1008 count down preset scaler (50 MHz). The preset value could be software set
before starting a run and the preset is decremented whenever a BCI pulse is sensed at its
input. When the preset register reaches zero, the Borer raises an inhibit signal halting data
taking by all CAMAC modules.

A Brookhaven model 1000 Current Integrater (BCI meter) was used to integrate ion
beam currents collected in the target leg Faraday cup. This device produces TTL standard
logic output pulses (BCI pulses) and each represents a unit of charge equal to the full scale
current x 10-2 seconds. The BCI amplifier zero was carefully adjusted before connecting

the Faraday cup coaxial cable at the start up of an experiment, and the input balance was



36
then adjusted with the cable connected, no ion beam current in the cup and the input scale
set to the desired range (15 ranges from 2x10-9 to 2x10-2 Amperes full scale). An output is
also provided for driving remote current indicating meters throughout the lab which were
used to help maximize FC beam currents while adjusting the beam.

The TUNL data acquisition and analysis system software for the VAX 11/780 is
known as XSYS and several comprehensive overviews of XSYS have appeared in the

literature4’.
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3 DATA ANALYSIS

The HRPES dispersed electrons along a 50 mm x 8 mm position sensitive MCP
detector. A typical raw spectrum is shown in figure 10 (top figure). Spectra appear in a
histogram format with the channel number on the horizontal axis representing detection
position along the MCP and the vertical axis representing the total number of electrons
detected. As discussed elsewhere (see pages 22 and 42), detection position was directly
proportional to the kinetic energy of electrons on entering the HRPES analyzer. Auger
electron spectra were accumulated and stored in global sections of computer memory
known as data areas. Each data area was composed of 512 integers and each integer was
32 bits long.

Raw spectra were saved as Fortran files containing a series of numbers representing
accumulated electron counts in the 512 consecutive bins of the data area. The files were
then read into a software package known as Speakeasy#8, and stored as 2 x 512 data
arrays. The first row of the "raw" array contained the column, or bin number (1 through
512). The second row contained the number of Auger electron counts accumulated in each
bin. In Speakeasy, various steps in the data analysis process such as energy calibration,
background fitting, normalization, kinematic transformation of Auger electron intensity and
kinetic energy were facilitated by the structure and special functions of the Speakeasy
language.

Reflection of signals at the MCP edges caused false "noise peaks" to appear in the
spectrum. The first step in data analysis was to "chop" the spectrum by setting several of
the initial and final elements of the raw data array to zero. The portion of the spectrum to
be deleted was located visually using a cursor and a plot of the raw spectrum on a graphics
terminal. Also, it can be seen that the background "platean” in figure 10 has been

subtracted from the raw spectrum. This undesirable characteristic is caused by delta



Figure 10

Auger electron spectra shown at various stages of analysis. The transition
lines arise from the decays of various excited configurations of ionic carbon
following 3 MeV collisions of C2+ with Ne. Line identification in terms of
the excited and ground electronic configurations are, from left to right :

1525228 — 152 18 (227.2 eV)

1s2s2p 4P — 152 18 (229.6 V)

1s(2s2p 3P) 2P, — 152 1§ (235.5 eV)

1s(2s2p 1P) 2P. — 152 1S (238.2 eV)

1s2p2 2D — 152 15 (242.2 eV)

152522p 3P — 152 1S (2434 eV)

1s2s2p2 1D — 152 1S (249 eV)

15252p2 3D — 15218 (252.6 eV)
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electrons*® which are ionized from either the projectile or the target atom during the
collision. Background subtraction was accomplished in Speakeasy by generating a
continuous fit to background points lying between Auger lines. This is illustrated in the
middle spectrum in figure 10 which shows the raw spectrum and background fit (dashed
line) as well as the raw spectrum after background subtraction.

The bottom spectrum in figure 10 shows the data after analysis. The primary objectives
of data analysis can be divided into three categories. First, electron counts are normalized
to target density, detector solid angle and the number of ions passing through the HRPES
viewing region. After normalization, the electron intensity is given as a doubly differential
production cross section. The method used to normalize experimental yields into
differential production cross sections will be described in detail in section 3.2. Second, the
elements in the first row (ie. the channel numbers) of the raw array were transformed into
absolute kinetic energy using predetermined calibration intercept and slope values. In order
to find the calibration constants, hot wire tests were performed several times during each
run period (see page 21). Channel numbers were then calibrated into absolute energy units
using a linear equation which will be discussed in section 3.1 (see page 42). Finally, since
Auger electrons were emitted by rapidly moving carbon ions (~1x106 m/s), an analysis of
the collision kinematics (see section 3.4 and reference ) was used to generate laboratory -
projectile frame electron energy and intensity transformation equations. The transformation
equations are derived and discussed in section 3.4 .

3.1 Lab Frame Electron Energy Calibration

Position encoding of charge pulses deposited on a resistive anode has been described
by several authors?%:51,52,53, Usually, charge division or rise time encoding techniques
are used. The resistive anode element is designed to have a constant resistivity per unit
length. Typical guarantees of resistance linearity vs position quote a maximum error of

2%. Charge pulse heights are related to position by:
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Qa _ R _ . X
and v—R—l—L

where X is the position at which the charge pulse was deposited relative to the Qp
preamplifier, L is the length and R is the resistance of the RAE between the Qa and Qp
preamplifier charge sinks.

Although the charge division method was used in the early stage of this work, the rise
time technique gave better results with less signal processing hardware, and no arithmetic
processing software. This technique has been described by Borkowski®#, and analyzed by
Matheison®3. The timing signals are; derived from the amplified QA and Qg pulses such
that a fast NIM signal is generated when the amplified puise reaches some fraction of its
peak voltage. The time delay between the Qa and Qp NIM signals can then be converted to
a voltage using a Time to Amplitude Converter (TAC). The TAC performs a linear
conversion of Qa - Qp delay time (the 0-2 psec scale was used) into TAC output voltage (0
- 8 V scale). Obviously, in order to derive or at some fraction of the total rise time. In our
case, however, the timing signals were derived from the bipolar output of a spectroscopy
amplifier. A zero level crossing detection circuit®® produced a NIM signal when the bipolar
pulse as an input to a zero level crossing detector.

Measurements of the time between pulses were performed by a time to amplitude
converter whose output voltage was digitized by an analog to digital converter. Since pulse
propagation time across the RAE is fixed by capacitive coupling, the TAC voltages can be
related to detection position and in turn to electron energy. The propagation time for the 50
mm HRPES RAE was 1.85 ts. This was determined by measuring the time between QA

and QB pulses with a focused beam of electrons on an extreme edge of the detector. The

plate propagation velocity was 15T =2.7 x 10* m/s.
.85 Us

In order to determine the slope and intercept for the linear equation relating spectrum
channel number to electron kinetic energy in the analyzer, hot wire spectra were measured

at the beginning and end of each run period. 10 to 15 electron energies were chosen so that



42
the electron peaks were evenly spaced over the MCP and not overlapping. The various
peaks were accumulated for equal periods of time so that electron detection efficiency could
also be checked.

Calibration spectra were then read into Speakeasy where the actual determination of the
energy slope (Mg) and intercept (Bg) was accomplished. The centroid channel numbers
for each energy was determined by a Gaussian fit and the ratio of electron energy (Ve) to
analyzer plate voltage (Vp) was entered for each peak. A Speakeasy polynomial fitting
routine was then used to find Mg and Bg. These values were later used in energy
calibration formula:

(3.2) E=MgN+Bp)Vp+Vp
where E is the lab frame energy of the detected electron, N is the spectrum channel number,

and Vp is the deceleration voltage applied to Auger electrons before entering the analyzer.

= 3y
— AXpsp — §
A %, PO A
51 Y — (xsyf‘-l\ |
i — Faatl] . refocusing plamn
Ry R, A
Figure 11 Electron trajectories in the HRPES spectrometer. The slope and intercept

used in energy calibration depend on the relative position and orientation of

the detector (PSD) and exit window.

Complications of the calibration procedure for projectile Auger emission arise when the lab
frame observation angle was significantly different than 9.6°. Near 9.6°, the detector is

placed at position giving second order focusing in the dispersion direction. However, the
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detector was re-positioned and re-oriented for larger observation angles in order to
maximize the focusing properties of the analyzer. This involved changing both the detector
distance and angle with respect to the exit window and also influenced the position - kinetic
energy relationship. The problem is illustrated in figure 13. Electrons exiting the
spectrometer travel in straight line trajectories making an angle of 30° to the exit window.
Re-positioning resulted in a shift of the entire spectrum since the translation axis slightly
out of alignment with this direction, and re-orientation (changing the angle B) resulted in a
stretching or compression of the spectrum.

3.2 Normalization of Auger Yields (Lab Frame Production Cross Section)

The total production cross section {©) is related to the number of Auger decays (Na)
through the equation:

(3.3) Na=Ni(to)

wlere N is the number of incident ions, and t is the number of target atoms found in a
plane having unit area and oriented perpendicular to the ion beam axis. The cross section
can be thought of as an effective area for the production of an Auger electron. Assuming
that the areal density, (t) in equation (3.3), is uniform and constant in time, the term (t &)
gives the total number of target atoms expected to pass within an area ¢ centered about the
ion nucleus. The total number of decays is then the product of (t G) and the number of
incident ions (N).

The intensity of spectra measured by the HRPES does not, however, represent a total
lab frame production cross section. The spectrum shown in figure 10 was measured with
the spectrometer oriented at 10.6° with respect to the axis defined by the ion beam. As a
result, only electrons emitted within the small element of solid angle (A€2) defined by the
spccuoﬁeter entrance slits, and centered about 10.6° were recorded. In addition, even
though the spectrum appears continuous, it is actually composed of 512 discrete bins as

explained previously. The number of counts recorded in each bin represents the total
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number of electrons transmitted through the HRPES within some range of energies (AE).

Consequently, the intensities must be expressed as a doubly differential cross section
d2o : ‘ cm?

- i = f

(dE dQ) having units of AESE If NA(AE,AQ) denotes the number of Auger electrons

emitted by projectile ions having energy within a range AE, and emitted into an element of

solid angle A2, then the doubly differential cross section may be defined as follows:
d2

o
3.4) NA(AEAQ) =Njt G(AEAQ) = Nyt dQ dE
(3.4) Na( ) =Nyt o( )= RNt =

In transforming measured Auger electron yields into absolute production cross
sections, it is necessary to know the number of projectile ions and the number of target
atoms responsible for the observed yield.

Following transit through the target cell, the ion beam was collected in an electrically
suppressed Faraday cup and monitored by a commercially available current integration
device (BCI meter). The BCI meter generated logic pulses that were counted by a count
down preset scalar which halted data taking when the preset value was reached. As
discussed in section 2.3, each BCI pulse represented —1% of an amount of charge equal to
the full scale current setting times 1 second. Great care was taken in zeroing the meter and
balancing the meter amplifier at the start of each run period and whenever the meter scale
was changed. Also, a careful written record was kept of the number of logic pulses (BCI)
and the current scale setting (S) of the meter. Assuming that the ions did not change charge

within the target cell, the number of ions traversing the target cell during each run could be

estimated:
BCI
[——-100]) (s x 10°9)
- QFaraday Cup - [ - 7/BCIx S
(3.5 Nr Qlon Q (1.6 x 10-19) 6.25x 10 ( Q ]

N7 is the desired number of incident ions, Q is the charge of an ion entering the Faraday
cup in atomic units, S is the BCI scale in nanoAmperes and 1.6 x 10-1?is the charge of an

atomic unit in Coulombs.
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Although the assumption that ions do not change charge in transit through the gas cell
seems to be in conflict with the results presented in the final chapter that interpret the Auger
spectra in terms of single electron capture to incident C4* ions, ions which capture an
electron and Auger decay enter the Faraday cup with no net charge change since an electron
is lost in the Auger decay. However electron capture to 1s2 1S ions do not decay and
represent the strongest contribution (~1% error) to the normalization error. Other
transitions in the measured K-Auger spectra showed that K-L shell excitation of a single
electron occurred with much less frequency than electron capture. Excitation does not
change the charge of an incident ion. Another collision process which would contribute to
normalization error would be that of electron ionization from either the L-shell of metastable
1s2s 3S incident ions, or the K-shell of either 1s2s 3S or 152 1S incident ions. Since
ionization of a Helium-like system yields configurations which do not decay by Auger
emission, the strength of this process as compared to electron capture could not be
measured. However, the collision velocities involved in this experiment were far above L-
shell velocities so L-shell ionization should be unlikely, and measurement of K-shell
ionization of C2* ions57 shows that K-shell ionization less likely than electron capture by
1x103.
The number of target atoms per unit area within the gas cell () is also needed in

normalizing electron yields. The target density, t, can be expressed as the product of the

number of target atoms in a unit volume and the spectrometer viewing length (£). Using
Number of Atoms P

the ideal gas law, the number density of target atoms becomes

Volume T kT
the following expression for t is found-
Py 0 (P) L atoms
6) t= = =(2.416x 1020) P § ———
36t = Ty T W38 x 103 ooy - CHeX I Pt S ey

where 1.38 x 10-23 is the numerical value of the Boltzmann constant (k) and room
temperature (300 °K) was assumed for T. Since pressure and target length were measured

in milliTorr and millimeters respectively, multiplication by the appropriate conversion
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factors gives:
(3.7) t=(133.32) (.001) (2.41x 1020 P £ = (3.22x 1019 P L

)

aroms
m2

For a number of reasons, not all Auger electrons emitted in the decay of excited ions are
detected by the spectrometer. As a result, an overall efficiency factor must be included in
normalizing measured Auger yields into absolute cross sections. The experimental
efficiency is discussed in section 3.3, and is defined as the fraction of the number of

electrons detected (1 A) to the total number of electrons from all decays (Na):

Na na
(3.8) €= or Np =—
Na e

Finally, the relationship between the number of Auger electrons detected and the cross

section 1s:

(3.9) G = (4.97 x 102 Ma Q em?
P £ S BCI ¢

where;

£ = target viewing length measured in millimeters
P = Target gas pressure measured in milliTorr
S =BCI current integration scale in nanoAmperes
Q = Estimated average ion charge in atomic units
3.3 Auger Electron Detection Efficiencies
A number of factors such as the collision geometry, the efficiency of the position
sensitive MCP detector, and the focusing of the radial deceleration field contribute to the
overall efficiency. Each is discussed briefly below, and analyzed in detail in sections
3.3.1, 3.3.3, and 3.3.4.
The beam - target - analyzer geometry was a major factor in fixing the value of the
experimental efficiency. The efficiency associated with the collision geometry is analyzed
in section 3.3.1 under the assumptions of straight line electron trajectories and isotropic

electron emission in the ion rest frame. The value of the spectrometer entrance slit area
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(AA) and polar acceptance angle () were critical in determining the “geometrical
efficiency". These values were measured by normalizing measured target Auger yields to a
published K Auger production cross section. Details are given in section 3.3.2.

Since the target viewing length (£) and the geometrical efficiency both depend on the
value of the polar observation angle (8), a formula for the product (2€) is derived in

section 3.3.1. Equation 3.16 gives a simple expression for (£.€) in terms of 6, o and AA.

The Auger spectra presented in chapter 4 of this work were measured with the HRPES
entrance slits oriented at 9.6° and 10.2° with respect to the ion beam. At these angles, the
HRPES was able to view only a small length (~ 6 mm) of the ion beam within the target
cell.

The HRPES micro-channel plate (MCP) detector efficiency was measured during hot
wire tests. The electron detection efficiency depended on position along the MCP detector
and was found to decrease linearly with distance from the low energy end to the high
energy end of the detector. Efficiency at the high energy end was ~20% less than the
efficiency at the low energy end. This effect is associated with the relative position and
orientation of the HRPES exit window and MCP detector and is discussed in section 3.3.3.

When electron deceleration is used, equation 3.16 is no longer valid. Straight line
electron trajectories were used in deriving the formula relating target viewing length to polar
observation angle. Deceleration, however, caused electron paths to curve in the radial
electric field between the concentric inner and outer gas cells. In section 3.3.4, it is shown
that the radial field causes a reduction in the effective target viewing length. An exact
expression for the deceleration efficiency depends on several experimental parameters
including: deceleration bias; ion beam energy; and Auger transition energy. An exact
treatment ‘would require that separate efficiencies be calculated for each Auger transition as
the effective target viewing length varies somewhat for the different transition energies. In

practice, the decelerated spectra were corrected using an average efficiency for the entire
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spectrum (sce equation 4.1).
3.3.1 Target Cell and Collision Geomelry
Figure 12 shows a cross section of the differentially pumped target cell and the ion
beam - spectrometer orientation. The radial field (E;} between the inner and outer cylinders
was present oniy during runs in which electron deceleration was used. The following
analysis, however, applies only to undecclerated data in which electrons follow straight line

trajectories. The effect of deceleration is considered in section 3.3.4.

Yb
HRPES
» lon Beam
v
(E, = 1091 —)
Deceleration Field
Figure 12 A cross section of the collision cell showing the HRPES viewing region

{(shaded region). The inner cylinder contains target gas at constant pressure.

The target viewing length, £, is the length of the ion beam which borders

the shaded region.

The excitation of atomic energy levels of projectiles can occur as the heam passes
through the target gas contained in the inner cylindrical cell. The lines at each edge of the
shaded region in figure 12 represent the extreme trajectories for electrons able to be
transmitted through the HRPES. Auger electrons emitted in the decay of excited ions enter

the spectrometer only if the excited ion: 1) decavs within the target viewing length (the
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portion of the ion beam that borders the shaded region), and 2) emits the Aqger electron
such that it will pass through the HRPES entrance slits. The second condition is satisfied if
the electron's trajectory remains within the shaded viewing region in figure 12.

The total viewing length () is the sum of X1 and X» as illustrated in figure 13. The
target cell geometry can be used to obtain an expression for these quantities in terms of the

polar observation angle (8) and acceptance angle (ct):

D i
(3.10) Xy =t & with y1=0-«
s1n Yi :
D sin o .
and Xy = with =0+«
sin y2
(3.11) L=X1+Xp=Dsinoy | ——+ L]

sin Y1 sin Y2

where D = 3.31 cm = 1.300 in, and o = 0.664" (8 < 12°), or 0.802° (8 > 127).

y axis

D=(33mm)(cosQi+sinbj)

AA

/ﬁ . X axis
i |

x =-X] x =X, D, =Dcos¥H

Figure 13 Diagram showing the orientation of the target viewing length along the x
axis (X2 > x > -X1), and the area defined by the spectrometer entrance slits
(AA).
Substituting for D and ¢ gives:

(3.12) f =(0.462 mm) [ 1 + 1
sin(0 — 0.802°)  sin(6 + 0.802°)

] for0 <12°
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L + L | for 6 =20,30.40,50°

or £ =(0.383
( ) I:sin(G - 0.664%) sin{(® + 0.664°)

Assuming that Auger electron emission is equally probable in all directions (isotropic
emission), the probability that an electron pass through the HRPES entrance slits is equal to
the fractional solid angle subtended by the entrance slit area at the point of emission. At
any point along the viewing length £, the solid angle for a point source () is given by the

scalar product:
AA -1

(3.13) Q) =3

r = the vector from the point at which the Auger electron is emitted to the

center of the area AA defined by the entrance slits.
AA =AAD/D where AA is the magnitude of the slit area in mZ, and Dis a
vector having magnitude D = 1.300 in., and directed from the

geometrical center of the target cell to the spectrometer slits (see figure

13).
The product of the effective solid angle and the viewing length can be calculated:
Q ;o 3 AA
1
(3.14) =" f0=— | Q) dx= — J S—(D - r) dx
an 4r -X[l 0 an D )
_Xl
X2
AA D2 - X Dx

dx

" 41 D 2 [D2 + x2 -2 Dy x]3/2
—Al

_ AA X1 + X2 )
flrcD{\/th1)2-2)(11)x VX322 + D2 -2 X3 Dy |

where the following substitutions have been made:
(3.15) r=(Dx-x)i+Dy]
= [D2 - 2Dyx +x2]172
Dx=Dcos©
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3.3.2 Normalization Using Target K-Auger Yields

Before using equation 3.15 to determine the geometrical efficiency, the area (AA), the
acceptance angle (o), and the distance (D) from target cell to the HRPES entrance slits had
to be measured. D was measured with a micrometer gauge and found to be 1.300 inches
(33 millimeters). Due to the possibility of electron shadowing by internal spectrometer
components, a simple direct measurement for o and AA was not possible. Also, the
entrance slits were extremely narrow and difficult to measure.

Normalizing measured Auger electron yields to a known cross section was thought to
be a more reliable method. Protons having an energy of 3 MeV were obtained using the
Dennis If plasma source and the FN tandem Van de Graaf and made to collide with Ne gas
atoms. In the collision process, a K-shell electron is ionized from some of the Neon target
atorns. Since the flurescence yield for Neon38 is nearly 0, each ionization event produces
an Auger electron. In the early 1970s, inner shell ionization of low Z target atoms by
protons was studied by several authors. In this section we use the results of one such
study>? along with equations 3.9 and 3.14 in determining the values of o and AA.

Figure 14 shows two spectra taken with the HRPES at observation angles of 9.6 and
40° respectively. The required quantities for normalizing the yield as well as the total
number of detected K-Auger electrons {net area) are also shown.

To obtain the entrance slit area, the 40° yield is first normalized using equation 3.9:
(3.16) o= (4.97x 1021) [ (3489) (1) ] em2

(20) (600) (50000) {La4p° &0
where: Q=1, Na=3489, P=20mT, S =600nA, and BCI = 50000
Using the cross section measured by McKnight (OMcKnight = 1.29 x 10-19 ¢m?2) and

solving for ¢ € gives:

-26cm2
3.17) @ €40 = 2.89 x 10-“0¢cm

— -7
=120 x 1019 oz~ 224x 10

At 40°, the HRPES acceptance angle is limited by the .010 inch viewing slot in the

inner gas cell (c4g° = .0664°), and equation 3.14 can be used find a second expression for



Figure 14

Neon K-Auger spectra used to measure the value of the HRPES polar

acceptance angle and entrance slit area. The target Auger decays result from
inner shell ionization of electrons following bombardment by 3 MeV
protons. The top spectrum was taken with the HRPES polar observation
angle set at 9.6° with respect to the ion beam. At 9.6°, the HRPES
acceptance angle was unrestricted. The bottom spectrum was taken with the
HRPES polar observation angle set at 40° with respect to the ion beam. At
40°, the HRPES acceptance angle was limited to 0.664° by a viewing slot in
the inner target cell. The total number of Auger electron counts in the region

between the cursors is given by the value of the "net area".
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RUN NUMBER 1395
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Figure 14
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the product £ &

(3.18) (€ &pr =2.24x 1077
AA ( 0.5996 (0.5834) )

E RN YN (33)2 - 2(0.6)(25.3) V(0.58)2 + (33)2 -2(0.58)(25.3)
_ _ 5in(0.664°) B
where: X1 =(33 mm) SIn(40.000° - 0.6647 0.5996 mm
X3 = (33 mm) o—rpein0:664) — 0.5834 mm

sin(40.000° + 0.664")
Dx = (33 mm) cos (40%) = 2528 mm
Solving 3.18 for AA gives:
(3.19) AA =0.00254 mm?
The next task is to find the unobstructed acceptance angle. At9.6°, the inner target cell

does not limit the acceptance angle. The first step is to use equation 3.9 to calculate the
product (£ €)g 6 :
(3.20) G= 497x 10—21)[ (5871) (1) j cm?

(20) (200) (50000) Lo &6

1

= (1.459 x 1025 cm2)
Lo.6° €9.6°

and we find that:

-25 2
(3.21) @ g = IO X107 om- 159, 106

1.29 x 10-19 cm?

If equation 3.14 is used, a second expression for (£€)9.¢* can be used to find an equation

for CHRPES:
(3.22) L e}g =1.131x 106
_ 00254 X3 . X7 \
4w (33) [\/Xﬂ +D2-2X; Dy VX022 +D2-2XyDy J

X = (33) — Sm'(foRPEs)
sin(9.6" - CHRPES)

where:
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L

SIOFRPES)  _ () 5834 mm

X2 =33 mm)—
sin(9.6° + CHRPES)

Dx = (33 mm) cos (9.6") = 25.28 mm

Using the approximation that cos (9.6") ~ 1, equation 3.22 becomes:

Sin(LHRPES) sin(0LHRPES)
(3.23) s1n(9.§ - OLHRPES) . s1n(9.§ + CLHRPES) = 0.185
- Sin(tHRPES) { . SIN(CHRPES)
sin(9.6° - CHRPES) sin(9.6° + HRPES)

A value of ayrprs = 0.81° was found to satisfy equation 3.23.
3.3.3 Micro-Channel Plate Detector Efficiency

The 50 mm x 8 mm detector was positioned in the calculated refocusing plane (see
section 2.2.1) defined by a translation distance (R) and angle (Rg) with respect to the exit
window. The efficiency arises from the fact that the divergence of some electrons leaving
the spectrometer exit window may be large enough that they are unable to hit the detector.
The situation is pictured below in figure 15.

Electrons leave the spectrometer at various positions along the length of the exit
window (the left - right slot in figure 15) and travel in straight line trajectories until reaching
the detector. After leaving the spectrometer the electron trajectories are parallel lines
oriented at 30° to the exit window plane (see top view shown in figure 16).

As can be seen in figure 16, the angle (Ad) subtended by the 8 mm tall detector
depends on the translational distance R and orientation angle Rg. In the home position Rg
= 10.9°, the distance between the window and the MCP detector increases from the low to
high energy ends of the exit window, This is shown in figure 16 where equations 2.8 has
been used to obtain Ry = 24.2 mm.

Since the drift distance depends on electron energy, and since the MCP height is 4 mm,
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MCP Rotation axis RB ~10°

~— 1 MCP Translation axis

Z

Figure 15 Diagram showing the HRPES exit window - MCP detector orientation. The
dashed lines represent extreme rays for electrons trajectories detected
experimentally. The angle A¢ is a measure of the detection efficiency and

clearly depends on the translational (Ry) and rotational (Rg) refocusing co-

ordinates as well as the electron energy.

Figure 16 = llustration showing the variation in drift distance with electrons energy with
the detector in the "home position”. Electrons travel in straight lines making

an angle of 30° with the exit window, and 40.9" with the detector.
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Ao can be evaluated:

(3.24) A0 =2 Tan-1 [L(E)j

The detector subtends a larger angle for low energy electrons. No corrections have
been made in the analysis for this effect. The spectra appearing in chapter 4 are most
accurate near the center of the spectrum. Using simple trigonometry, and the law of sines

in calculating Lyg and L1 g, the maximum error can easily be calculated:

A
(3.25) A%nE _ =23 = 79.6%
SoLe 2 (10.97)
24. sin (10.9°)
where LEe=gaoy - 22 Smeoy - 423
242 sin (10.99)
LIE——Sin(30°) + 242 = 53.8

S0 G0
APpg =2 Tan-! (%) =4.25°
AQLE =2 Tan'! () = 5.34°

This result indicates that the highest energy transitions appear with only 8§0% of the
intensity of the lowest energy transitions.
3.3.4 Deceleration

As described in section 2.2.2, the target cell is composed of concentric, electrically
isolated cylinders, with the outer aluminum cylinder having a radius Ry = 1.250 in (3.175
x 10-2 m) and the inner cylinder having a radius R; = 0.500 in (1.270 x 10-2 m). In order
to enhance the experimental resolution, Auger electrons were decelerated in the region
between the cylinders by applying a positive deceleration voltage Vp to the inner cylindrical

cell while grounding the outer cell. The geometry is the same as that of a cylindrical
capacitor and the electric field varies as -11,—:
Vb

(3.26) Er= /R
_ )y IH(R—i)

The use of deceleration as a tool to improve energy resolution in an electron

spectrometer has been exploited previously®?. The resolution enhancement factor (f), or

deceleration factor, was kept constant for Auger spectra taken at various collision energies,
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The deceleration factor is given by the ratio of the electron energy before and after

deceleration:

(3.27) f=Deceleration Factor = E%

If Ejap and Eanalyzer are expressed in eV, the deceleration bias in Volts is given by:
(3.28) VD = Efab - Eanalyzer = Elab [f—fl—j=Eanaly ()

Along with improved resolution, deceleration introduces complications. First, electron
trajectories are altered resulting in a decrease in the geometrical efficiency. Both the target
viewing length and the average solid angle decrease in proportion to the deceleration factor.
Secondly, in a single run, HRPES measures electrons over a range of energies. Since Vp
was determined using Ej,p, for the central Auger energy, the deceleration factor was not
exactly the same for all transitions in a spectrum. Consequently, both resolution and
efficiency within a single spectrum vary with energy. The trend is such that low energy
transition intensities are underestimated and high energy intensities are overestimated. The
deceleration resolution, on the other hand, is greatest for the low energy transitions in a
given spectrum.

The decrease in £ is caused by the fact that only the radial component of the electron's

velocity upon entering the field is decelerated. The radial deceleration is given by:

—(Sp .S YD
(3.29) =G E=-5] — =]
r ln[-—-j
R
where € and m are the charge and mass of an electron and a; points in the radial direction
defined by a cylindrical coordinate system whose z-axis coincides with the symmetry axis
of the cell.
The cxﬁression for Qav e given in equation 3.14 was derived for straight line electron
trajectories. When deceleration is used, electrons travel in straight lines until encountering

the electric field. Because the acceleration is entirely in the radial direction, the electron's



39

angular momentum (&£ ) remains constant while the radial component of momentum
decreases. The net result is that the extreme rays shown in figure 12 focus in front of the
spectrometer.

In the field, electrons travel in complicated trajectories. The trajectories can, in
principle, be found by solving the following orbital equation taken from the theory of

central forces;

L £
(3.30) () = ,[ [2m(E - UG) - 5112 [r—z] dr
where U) = ln_(;{%_Rﬁ hﬁ—i]
and &£ = angular momentum

3.4 Kinematic Transformations

That Auger electrons emitted by a moving ion are influenced by kinematic
considerations was pointed out several decades ago by Ruddf!. The kinematics of Auger
decay by a rapidly moving ion has been studied more recently by Gordeevé?, Macek63,
Risley®4, and Stolterfoht®5. The energy, energy width, and intensity of Auger lines are

radically changed by the relative motion of the measuring device with respect to the emitter.

( “Analyzer
-
1 V]E Vl . El’

eVT—b/

P’ P

Figure 17 Diagram illustrating the relation between the vector velocity of an Auger
electron as seen in the laboratory frame (V), the projectile rest frame (V"),

and the projectile velocity (Vp).

Figure 17 shows an Auger ¢lectron being emitted by a projectile ion. The ion is

moving with a velocity vp= I\—%Ep, where Mp is the mass of the projectile and Ep 1s
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the collision energy. The electron is emitted with a characteristic kinetic energy E' relative
to the moving ion. E'is determined by the energy difference between the excited and final

configurations associated with the Auger transition. The velocity of the electron relative to

the projectile is which is v' = i—E'

Since the velocity of an Auger electron entering the spectrometer (v) is the vector sum
of vp and V', the kinetic energy of the electron and the spectrometer observation angle (6)
will differ from the emission energy (E') and angle (6') in the ion rest frame. The emission

angle and observation angles can be related if the velocities are known:

Vv _ve
(3.31) cos 8' = o7 €0s 0 e
_ v .
or cos 8 = < cos 0 ~

Also, applying the law of cosines gives:
(3.32) vZ =v?2 4+ vp2 + 2vpv' cos O
and v'2 =v2 4 yp?- 2vpvcos O

The energy transformations can be obtained by multiplying 3.31 by half the electron

mass (%)
(3.33) E=E' +Tp+24E' Tp cos &'
and E'=E+Tp-2vE Tp cos &'

Finally, the difference between the intensity of an Auger line detected in the lab frame
and the emission intensity in the ion rest frame can be assigned to the difference in the
entrance slit solid angle with respect to a stationary and moving source. The solid angle
subtended by the spectrometer entrance slits for a stationary source (d€2) and a moving
source (d€2") are related by the kinematic transform for the polar angle, equation 3.30. As

can be seen from figure 19,

Expressing the solid angle in polar coordinates, and using equation 3.31 for dmsg, , the

dcos

intensity transformation formula can be found:

I Q 8 dq
(3.34) fap 22 _Ceoddp _dod E [y Tegin2o
lion dQ dcos®'dd' dcos® E E
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4 RESULTS
Projectile K-Auger spectra were measured for C4* ions incident on Hp, He, Ne and Ar

gas targets. The spectra were studied as a function of collision energy. Spectra were

1 2MeV . . . .
measured between 4 and 8 MeV (gtoy mﬁu) in 1 MeV intervals. Identification of lines in

the Auger spectra are based on theoretical and semi-empirical calculations and are
summarized in table 1. Transitions shown in table 1 are divided into five groups labeled A,
B, C, D, and E in order of increasing energy.

The electronic configurations of excited ions within each group share certain
similarities. These characteristics include the number of electrons in the excited ion's
orbital cloud as well as similarities in the distribution of those electrons in the various ionic
shells.

Most of the transitions observed in this work were the result of single electron capture
by metastable 1s2s 3S ions. The excited configuration of the group A transition contain 3

orbital electrons and occur when a single electron is captured into the 7 = 2 shell of a

metastable ion. The group E transitions also involve three electron excited configurations,
however, they are the result of single electron capture into m = 3 shells of metastables.
Other production mechanisms, such as electron capture by C++(1s2 1S) ions accompanied
by an excitation of a 1s electron, are possible. However, such double processes are much
less probable.

The group C and D transitions are known as hypersatellites. The group D transitions
also involve 3 electron excited configurations while the group C excited configurations
have 2 electrons. In both cases, however the inner K shell is bare so that all electrons
occupy shells with 7 2 2. Group C configurations are formed from metastable ions
through excitation of a single K shell electron into an L shell orbital. The D configurations
arise from 1s2s 38 ions through a process involving both electron capture and K - L shell

excitation.
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Type B transitions involve double electron capture into the nv = 2 shell of 1525 38§ ions.
These were strongest for collisions involving neon and argon targets, but were weak
compared to single electron capture transitions.

In the following figures, K-Auger spectra are organized according to increasing
collision energy and deceleration factor. The cross sections are differential with respect to
electron energy. All intensities and energies have been transformed into the projectile rest
frame, as described in the previous chapter.

Although the decelerated spectra (f=6) are the most detailed and informative, the
undecelerated spectra (f=1) are also included for several reasons. Since detector position
efficiency and deceleration efficiency (see section 3.3.2) are difficult to calculate explicitly,
the primary reason for recording the undecelerated spectra was to obtain a rough correction
for the intensities of the decelerated spectra. This was accomplished by multiplying
observed intensities for various deceleration factors and detector positions by the an

average correction factor:

41 1= ] 5((,?: ég gg I' deceleration efficiency correction

_ 1 Y(0,0) dE
—J Y(RtsRe) dE

I I' detector position efficiency correction

where 1 is the corrected intensity, I' is the observed intensity, Y(f=1) is the observed yield
without deceleration, Y(f=6) is the decelerated yield using, Y (0,0) is the measured yield
with the detector in the "home position” and Y(R(,Rg) is the measured yield with the

detector translated and rotated by a given number of steps.



Table 1 Compilation of calculated transition energies in eV for selected K-Auger
transitions of Li-like, Be-like and He-like excited configurations. The
branching ratios refer to the corresponding decay for ionic Neon. An
asterisks indicates that the energy in question was obtained using a semi-
empirical formula. The following references were used in compiling table
1.

a. R. Bruch, K.T. Chung, et al®®¢ ¢ K.T. Chung and B.L. Davis67
b. N. Stolterfoht (ref. 16) d. D. Schneider et al (refs. 19 and 20)
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Table 1
Excited-Final Configuration|Energy {(eV)| Br. Ratio | Ref.

15252 28 1s2 18 227.17 1 a
2275 b

152s2p 4P 152 18 229.64 1 a
22990 b

1s(2s2p 3P) 2P 15213 235.55 1 a
235.9 b

1s(2s2p IP) 2P 15?18 238.78 1 a
239.3 b

152p2 2D 1s2 18 242.08 1 a
242.3 b

1s2s22p 3P 1s22p 2P 235.9 .57 b
1s2s22p 1P 1s22p 2P 238.5 1 b
238.50 a

152s22p 3P 15225 2§ 243.6 43 b
1s2s2p2 3P 1s22p 2P 243.6 1 b
1s2s2p2 3D 1522p 2P 244.3 12 b
1s2s2p2 1D 1522p 2P 248.3 51 b
1s2s2p23P  1s22p 2P 249.9 1 b
1s2s2p2 1P 1522p 2P 251.0 1 b
1s2s2p2 1S 1s22p 2P 252.2 1 b
252 18 1s 28 264.34 1 b*
2s2p 3P 1s 28 265.80 1 b*
2p2 1D 1s 28 272.50 1 b*
252p 1P 1s 28 273.64 1 b*
2s22p 2P 1s2s 18 275.8 - c
2s2p2 2p 1525 3S 281.3 - c
252p2 2D 1s2s 38 282.45 - c
252p2 2D 152s 3P 282.42 - c
2s2p2 2D 1s2s 1S 287.87 - c
(1s2s 38)3s 28 152 IS 269.6 - d
{1525 38)3p 2P 15218 271.95 - d
(1s2s38)3d 2D 152 1§ 274.3 - d
(1525 38)4L 152 18 <286 - d
(1s2s 3$)mL (n = 5) 15218 <299 - d




Figure 18 Undecelerated projectile K-Auger spectra for 4MeV collisions of
C4+ ions with molecular Hydrogen, Helium, Neon and Argon gas

targets. The laboratory frame observation angle was 10.2°,
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Figure 19

Decelerated projectile K-LL Auger electron spectra for 4MeV
collisions of C4+ ions with molecular Hydrogen, Helium and Neon
gas targets. The deceleration bias was 693.2 Volts and the

laboratory frame observation angle was 10.2°.
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Figure 20 Decelerated projectile K Auger electron spectra for 4 MeV collisions
of C4+ ions with molecular Helium and Neon. The deceleration bias

was 736 Volts and the laboratory frame observation angle was

10.2°.
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Figure 21 Undecelerated projectile K-Auger electron spectra for 5 MeV
collisions of C4+ ions with molecular Hydrogen, Helium and Neon.

The laboratory frame observation angle was 9.6°.
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Figure 22 Projectile K-Auger electron spectra for 5§ MeV collisions of C* ions
with molecular Hydrogen, and Helium (Neon not shown) gas
targets. The deceleration bias was 759.5 Volts and the laboratory

frame observation angle was 9.6°,
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Figure 23 Undecelerated projectile K-Auger electron spectra for 6 MeV
collisions of C#* jons with molecular Hydrogen, Helium, Neon,

and Argon. The laboratory frame observation angle was 9.6°.
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Figure 24

K-Auger electron spectra for 6 MeV collisions of C** ions with
molecular Hydrogen, Helium and Neon gas targets. For the Heliom
and Hydrogen targets, the deceleration bias was 830.7 Volts, and
the lab frame observation angle was 9.6°. For the Neon target, the
deceleration bias was 823 Volts, and the lab frame observation angle

was 10.4°.
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Figure 25 Undecelerated projectile K-Auger electron spectra for 7 MeV
collisions of C4+ ions with molecular Hydrogen, Helium, and Neon

gas targets. The laboratory frame observation angle was 9.6°.
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Figure 26 Decelerated projectile K-Auger electron spectra for 7 MeV collisions
of C4+ ions with molecular Hydrogen, Helium, and Neon gas
targets. The deceleration bias was 898.6 Volts and the laboratory

frame observation angle was 9.6°.
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Figure 27 Undecelerated projectile K-Auger electron spectra for 8 MeV
collisions of C#+ ions with Hydrogen, Helium, and Neon gas

targets. The laboratory frame observation angle was 9.6°.
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Figure 28 Decelerated projectile K-Auger electron spectra for 8 MeV collisions
of C4+ ions with molecular Hydrogen, Helium, and Neon gas
targets. The deceleration bias was 964.2 Volts and the laboratory

frame observation angle was 9.6°.
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5 DISCUSSION AND CONCLUSIONS

5.1. Introduction

When stripping is used to increase the charge of fast Carbon ions, excited
configurations produced in the process usually decay promptly (eg. t=1.1 x 10-12 sec. for
1s2p 1P ions). However, for two-electron ions the metastable 1s2s 3S configuration (1 =
2.01 x 102 sec.}) arrives on target without decay. Measurements of the fraction of
vacancy bearing two-electron ions at various incident energies can be found in the
literature. Their measurement is based on projectile to target K-shell vacancy transfer. 1s2s
3S ions have been used to study partial cross sections for capture to specific n or n,l
shells®® (n = 2) . When our Auger electron production cross sections are divided by
published values of the fraction of 1s2s 3S ions in the incident beam®?, we find that the
energy dependance of these inferred electron capture cross sections agrees with a classical
Bohr-Linhardt calculation? for capture by C4+(1s2) ions. However, the data overpredict
the calculation and we attribute this, in part, to differences in screening by 152 and 1s2s
ions. The high resolution K-LL Auger spectrum is composed of decays of five Li-like
configurations. Three are thought to be formed directly by electron capture into the 2p
subshell and one by capture into the 2s subshell. Auger electron production from the decay
of the 1s2p2 2D configuration exhibits a maximum intensity at a collision energy of 5 MeV,
and agrees well with theoretical calculations for resonant transfer and excitation (RTE).
Also, a maximum in the cross sections at 6 MeV for unresolved transitions containing
capture to n=3 as well as the doubly core excited 2522p 2P and 2s2p2 2D configuration
decaying to either 152s 1S or 38, agrees with the predicted collision energy for a maximum
in the RTE cross section.

Electron transfer excitation cross sections are needed in the fields of thermonuclear

fusion, heavy ion storage ring and x-ray laser design, as well as for astrophysical model
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calculations. In particular, RTE is closely related to diclectronic recombination - a
significant energy loss mechanism in tokamak plasmas. DR, in which a fast free electron is
captured by a slow ion, can be viewed as the inverse Auger process. The probability for
DR depends strongly on the kinetic energy of the free electron and, if the time reversal
analogy is correct, we expect this dependance to reflect the kinetic energy distribution of
electrons emitted during Auger decay. The RTE process occurs in ion atom collisions
when the velocity of the ion is varied so that the kinetic energy (in the ion's rest frame) of a
loosely bound target electron appears to pass through a DR type resonance.

Recently, two experimenters have reported the observation of RTE using the technique
of 0° Auger spectroscopy. Swenson et. al. (see reference 37) studied the O3+ + He system
and found resonances in the production of 1s2s2p2 1D and 3D excited states. Itoh et. al.
reported a similar resonance (see reference 36) in the production of the 2p2 1D state for the
symmetric He* + He collision system. In these experiments a target electron is captured by
the ion which emerges from the collision complex in an excited configuration. Since no
measurement is made on the target fragment, we know only that it is at least singly ionized,
but may also be excited and multiply ionized. When the captured electron is emitted during

the Auger decay, a new channel for target ionization is opened:

(5.1) PUCTIL) + T o POUTEHIL) 4+ T 5 PYHT 4+ @y
RTE Auger decay

where 25+1L is the incident ionic configuration, 25*+1L is the excited configuration formed
through RTE, T is the target, and T+ refers to the system composed of the remaining target
electrons and nucleus. Destructive interference between this process and direct target
ionization has been discussed by Swenson et. al. to explain anomalies in their K-LL Auger
spectrum.

As in DR, a maximum in the RTE production probability occurs when the difference
between the captured electron's kinetic energy (KE) and its initia] binding energy to the

target (B) becomes equal to the energy difference between the excited and incident
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configurations: KE - B = E@S+1 L) - E(25+1 L). Examination of (1) shows that this
occurs when the collision energy is: ERte= Mjon/Metectron (EAug- B). Brandt has shown
that the momentum distribution of the bound target electron broadens the resonance as a
result of orbital motion in the direction of the collision axis. This problem has been treated
in the impulse approximation (see reference 33), and a method has been developed to relate |
DR to RTE using the bound electron's Compton profile.

5.2 Experiment

10-30 pA currents of C- were produced in a sputter ion source, and accelerated by the
Triangle Universities Nuclear Laboratory model FN tandem Van de Graaff. C* ions were
then formed by post acceleration stripping and selected magnetically. The distance from
post stripper foil to the target cell was 9 meters. After collimation, the ions passed through
a 25 mm long target cell with 2 stages of differential pumping, and were collected in a
suppressed Faraday cup. Periodic checks of target current without gas in the cell showed
no detectable enhancement or neutralization due to the gas. Pressure studics were done
with Neon to insure single collision conditions. Projectile Auger yields were found to be
linear up to 30 mTorr (39.5 pbar).

Typical spectra are shown in figure 29. They have been background subtracted and
transformed into the rest frame of the projectile. The improved resolution in figure 29 b
was obtained by decelerating the electrons to 1/6 of their lab frame energy before passing
through the spectrometer. Since the electron pass energy was not a constant for the various
collision energies, the decelerated spectra were normalized by a deceleration efficiency

Yield(decelerated)
Yield(undecelerated)’

factor determined at each collision energy: €4ecel=

5.3 K-LL Auger Spectrum and Capture to n=2
Figure 30a shows the total capture cross sections into all n22 shells of 1s2s 3S ions for
the various targets, and includes all K-L. Auger transitions (227.5 - 299 eV). The

Hydrogen data was divided b'y two, in order to compare with the atomic cross sections for
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Figure 29 K-L (figure a) and K-LL (figure b) Auger spectrum of Carbon formed in 5
MeV collisions of C4* with Helium. The Gaussian fits to the raw spectra
in 1b shows improved resolution (0.5% FWHM) resulting from
decelerating Auger electrons before the analyzer. The excited states shown
in 1b decay to 1s2 18.

He and Ne. Others have found?! the ratio for capture from molecular and atomic

Hydrogen targets to be 3.89, and we do not mean to attach any special significance to our

proceedure. Figure 30a also shows Brandt's semiclassical calculation for the He target

(reference 70) as the solid curve. As discussed above, the calculation underpredicts our

data by a numerical factor of 4.5.

Ratios of cross sections for capture into specific L-S coupled configurations by 1s2s 33
ions are shown in table 2. They were obtained from the doubly differential high resolution
spectra similar to figure 29b.

Capture into the 2s sub-shell of metastable projectiles always results in the 1s2s2 28,
while lcapture into the 2p sub-shell can result in the 1s(2s2p 3P) 2P; 1s(2s2p 1P) 2P; or
1s2s2p 4P. The relative strengths of the 1s(2s2p 3P) 2P and 1s(2s2p 1P) configurations

indicate that capture into theé empty 2p sub-shell is statistical. From tables of fractional
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Neon
Helium
Hydrogen
. o * Brandt * 4.5

Cross Section (;rn2 )

3 4 5 6 7 g 9 1 2 3 4 5 6 7 8 9
Collision Energy (MeV) Collision Energy (MeV)

Figure 30 Inferred cross sections for capture into all sub-shells with n>2 by 1s2s 38
ions from Hp, He, and Ne targets is shown in figure a. (Auger production
cross sections were divided by the fraction of metastables at each collision
energy). Figure 30b shows shows the 1s2p2 2D - 1sZ 1S Auger production
cross section as well as calculations for RTE, NTE, TE production schemes
(Auger production cross sections were divided by the fraction of ground

state ions at each collision energy).

Table 2 Intensity fraction of metastable ions in the incident beam at the various
collision energies. Columns 3 and 4 give observed Auger electron
production ratios for configurations formed by direct electron capture into

2s and 2p sub-shells of C#¥(1s2s 38) ions in collisions with He,

COLLISION | 15253 METASTABLE | -SLLS(220 °P) ?PI ol1s2s% 28]
ol1s(2s2p 3P) 2P] o{1s(2s2p 3P) 2P|
ENERGY (MeV) FRACTION
3 0.16 2.80 0.12
4 021 2.35 0.21
= 0.24 2.00 0.17
6 0.26 2.89 0.20
7 0.27 2.88 0.28
8 0.28 2.77 0.42
15 0.29 22 0.45




o2
parentage coeficients?2:
l< 1525 35, 2p1) 1s (2s2p 'P)*P>|2=3 | <1525 3S, 2pl) 1s 2s2p *P) 2P>| °

(5.2)
and | <1528 3S, 2pl) 1s 2s2p 4P:-| 2= § | <1525 3S, 2pl} 1s (2s2p 1P) 2P>| 2

This equation gives the statistical ratios for coupling the 1s2s 3§ preparent and 2p
coparent to either 1s2s2p 2P or 1s2s2p 4P postparents. Specifying either the (2s2p 1P) or
(2s2p 3P) intermediate coupling removes any ambiguity in the 1s2s2p 2P postparent. The
director ( 1} ) leads from lower symmetry to higher symmetry. We find that the
experimental ratio for capture into the different 1s2s2p 2P configurations is nearly equal to
the ratio of 3:1 as predicted above.

The excited 1s2p2 2D configuration cannot be formed directly by single electron capture
to either component of the incident projectile beam. Instead, it is formed when a target
electron is captured and an additional projectile electron is excited into a 2p orbital during
the same collision. The situation becomes even more complex when we consider that the
excitation may result from the time varying potential of either the target nucleus, or the
target electrons. The 1s2p2 2D configuration can be formed from 1s2s 3§ Carbon ions
when capture into the 2p orbital is accompanied by 2s-2p excitation. This channel is
shown in figure 30b as the monotonically decreasing curve. The probabilities Pgs_zp(b)
and Pyg.9p(b) were calculated analytically in the semiclassical approximation with
individually screened hydrogenic wave functions’3. The calculation assumes a straight line
trajectory for the projectile, and no target recoil. Peapi(b) was formulated by Brandt based
on a two step Bohr-Lindhardt model (see reference 70). In the first step, an electron is
released by the target when the target binding potential is overcome by the attractive
potential of the projectile. Capture by the projectile can then occur if the distance from the
projectile at the time of release is smaller than RC=2c|./(vpr0j)2 (that is if the electron's
kinetic energy is smaller than its potential energy in the field of the projectile). The TE

curve is then calculated according to:
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(5.3) o125 °S — 152p” *D) = 2n _[ P25 P® (1) bdb where PZ_(b) ~ %Pmpt(b)

exc capt capt

Since the calculation does not give partial probabilities for capture into specific orbitals of
the projectile, we have used the 1/n3 scaling law in equation 5.3 and assumed that capture
into 25 is negligible to estimate that ~1/2 of all capture is into a 2p orbital.

The 1s2p2 2D can also be formed in collisions with 1s2 ground state projectiles. In
this case, a 1s-2p excitation accompanies capture into the 2p orbital. This process has been
considered before and is known as non resonant transfer excitation (NTE). Since the
incident ion is now in the 1s2 state, the statistical ratio of capture into 2p to capture into all
n=2 is 1/3:

, 1
(5.4) Oy (152 %8 = 1s2p” D) =2 '[P:;fl’ ®) ijp () bdb with P? ) =T cap(D)

The NTE calculation is shown in figure 30b and peaks at a collision energy of ~3 MeV.
One final mechanism for producing the 1s2p? 2D configuration is through RTE. This

production mechanism is similar to NTE in that a 1s-2p excitation occurs when a 1s2 15
ion captures an electron into a 2p orbital. However, the excitation is now the result of
internal conversion of the captured electron's kinetic energy. As shown in figure 30b, a
maximum in the RTE production for the C4+(1s2 18) + He collision system is predicted at
~5 MeV in agreement with the data. The RTE calculation was provided by McLaughlin,
and uses the method outlined by Brandt (see reference 33) for folding the target electron's
Compton profile with calculated DR cross sections.
5.4 Hyper-satellites and Capture to n=3

High resolution spectra for Carbon K-Auger electrons with energy greater than 250 eV
are shown in figure 31. They are the result of 4 MeV collisions of C4+ with He (figure

31a) and Ne (figure 31b). Each peak is labeled and identified in table 3. As shown there,

the excited configurations are formed chiefly by capture into m = 3 shells of 1s2s 35 ions.
As 1 increases, it becomes more difficult to resolve the various transitions. Capture into 3s

and 3p (peak 1) is resolved from capture into 3d (peak 2). However, for capture into n =
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4, we are unable to resolve capture into the various 41 subshells (peak 4). Also, capture
into shells with n 2 5 (region 6) are essentially unresolved. The Auger electron energy for
the (1s2s 3S)nl series limit to 1s2 1S decay occurs at ~299 eV (reference 19). Also
identified in table 3 are the hypersatelite Auger transitions comresponding to 2s22p 2P and
252p2 2D configurations decaying to either 1s2s 1S or 1525 38 (peaks 3,4,5). The energies
for these transitions were calculated by Chung and Davis?.
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Figure 31 High resolution Auger electron production spectra of Carbon formed in 4
MeV collisions of C4*+ with He (3a) and Ne (3b).

Figure 32 shows inferred capture cross sections into all n>3 shells of metastable C*+
ions. They were obtained by dividing production cross sections for all Auger electrons
having ‘energies between ~269¢V and 299 eV by the metastable fractions given in table 2.
Although all of the excited configurations contributing to Auger production in this range of

emission energies result from capture into metastables, the hypersatelite transitions also fall
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Identification of Auger transitions for figure 31. The transitions in
bold script are thought to be formed through RTE or NTE with incident
C4+(1s2s 38), and their Auger decay energies were calculated by Chung |

(reference 74). Other transitions are identified in reference 19.

Table 2

Peak Excited - Final = Energy

Number Configuration (eV)

1 (1s2s 3S)3S 2S -1s? 1S 269.6

(1s2s *S)3p 2P - 15> 's 2719

2 (1525 8)3d *D- 152 's 274.3
' 2822[) lp.1s2s s 275.8

3 (1s2s 'S)3s,pd-1s2's <279
2s%2p P-1s2s s 281.3

A s 3S)§s,p,d,f ; 1sl2 's <286
2s2p 'D-1s2s S 282.4

5 (1s2s 'S)ds,pd,f-1s 2’ <291
2522p ’D-1s2s S 287.9

6 (1s2s 3S)nl serics limit - 18 s <299
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in this range. The doubly core excited configurations can be formed by n=2 capture into
metastable ions accompanied by 1s - 2s or 1s - 2p excitation such as occurs in either RTE

or NTE. Indeed, the data shows an increase for all targets near the RTE resonance

collisioin energy.
5.5 Discussion

The experimental ratios for production of the 1s(2s2p 1P) 2P to 1s(2s2p 3P) 2P
configurations at the various collision energies are given in table 2. The 1s252p 2P is

formed directly when a Helium electron is captured into the 2p orbital of a metastable ion.

1.40e-16
© Neon
ré\ 1.206-16:' ° 8 Helium
[
*  1.00e-16
g I
2 8.00e-17 F
8 -
= 6.00e-17T
(]
Q -]
1 4.00e-17 [ o °
A I ¢
S 2.00e-17 o °
)] _ a o o
9.03¢-36 —m4——4+—H—~+——"t+——t— 1
3 4 5 6 7 8 9
Collision Energy (MeV)

Figure 32 Inferred capture cross sections into all sub-shells with n23 by 1s2s 3s
projectiles, Capture cross sections are obtained by dividing Auger
production cross sections by the fraction of metastable ions in the incident

projectile beam at each collision energy.

Fractional parentage coefficients show that this ratio is 3.0 when a 2p electron is coupled

into a 1s2s 38 ion, and 1/3 when coupled into a 1s2s IS ion. Qur measured ratios range
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from 2.0 to 2.89 and indicate that 80% to 96% of the incident metastables are 1s2s 38.

Also shown in table 4 are the experimental production ratios for 15252 2S and 1s(2s2p
1P) 2P configurations. Based merely on the number of 2s and 2p vacancies in the incident
1525 38 ions (one for 2s, and six for 2p) and since 3/8 of all 2p capture into these ions
results in the 1s(2s2p 1P) 2P a ratio of 1s2s2 28 to 1s(2s2p 1P) 2P production of .444 is
expected. The experimental values are lower than .444 indicating that capture into the half
full 2s subshell is strongly suppressed at low collision energies. This suppression is the
result of the repulsive potential between the spectator and captured electrons. The data
indicates that the repulsion becomes less important as the collision velocity is increased. At
3 MeV the collision velocity is about equal to the Bohr orbital velocity of the 2s electron,
while at 15 MeV it is about 2.84 vo.

Since the spin-orbit interaction is negligible for Carbon, the orientation of the total
spin vector (S) for electrons in the incident ionl and that of the captured electron (s)
should not effect the capture probability. For capture into a 2p orbital of 1s2s 3S ions,
152s2p 4P and 1s2s2p 2P configurations should be produced with equal probability.
Since the 1s252p 4P - 152 18 decay requires a spin flip, its mean life (eg. t=117 nsec for
4P5/2) is greater than the transit time for ions over the spectrometer viewing region and
only a fraction of the 4P ions produced in this region decay before the ion exits. This is
clearly shown in figure 32b where the 1s2s2p 4P - 1s2 1S appears as the weakest
transition. In order to obtain absolute production cross sections, the measured intensity

for this transition must be divided by an efficiency factor calculated at each collission

energy:
X0+Xl
XV
_ (1-e"%
£ = dx
(5.5) 15252p ‘P - 167 'S .[ X,
X0

where xg 1s the distance from the entrance aperture of the target cell to the start of the

viewing region, X1 1s the length of the viewing region and v is the collision velocity. Using
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calculated values for 4P5/2,3/2,1 n- 1S, lifetimes and assuming a statistical population for
the multiplets, this correction gives experimental 4P production cross sections that are
significantly larger than 2P production cross sections. This indicates that the 152s2p P
may be fed by cascades.

Inferred cross sections for capture into n=2 shells of K-vacancy bearing ions in
collisions with Hy, He and Ne targets are shown in figure 30a. The average ratio of these
cross sections for Ne and He is 5.6 indicating an approximate scaling of capture with the
number of target electrons (Nne/Npe=3). The trend with energy of the data agrees with
the semiclassical calculation for He electron capture by C4+ ions, but the calculation had to
be multiplied by 4.5. This is expected since the data represents capture into 1s2s 3§
configurations and the calculation assumes a structureless projectile with nuclear charge of
4+ which underestimates the true projectile potential in the region between the projectile
nucleus and the spectator electron. As a result, the calculation systematically underpredicts
the capture probability for small impact parameters. Other failures of the calculation are the
assumption of a straight line trajectory for the projeciile in the rest frame of the Helium
atom, and the inability to predict partial cross sections for capture into particular nl orbitals.
A calculation which would predict partial capture cross sections would be very useful in the
various transfer excitation calculations shown in figure 30b.

The primary sources of systematic error in our data are uncertainty in the value of the
fraction of metastable ions in the incident beam and the assumption of isotropic Auger
electron emission. Isotropic emission is assumed in transforming our measured projectile
Auger electron yields into absolute production cross sections (see chapter 3). Preliminary
angular studies of the Auger decay of excited states formed through RTE for the O5* + He
system show a strong decrease in intensity as the observation angle is increased. We
estimate that the absolute uncertainty in the metastable fraction values given in table 2 to be

* 10%.
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In figure 30b we show the 152p2 2D - 152 1S Auger production cross sections and
various calculations for capture into 2p accompanied by excitation. A maximum in the data
at 5 MeV is present for all targets and agrees with the RTE resonance collision energy:
ERTE= EAug(152p2 2D - 152 1S) M/mg=5.3 MeV. The resonance width of the scaled
RTE calculation describes the Helium target data well, showing that the impulse
approximation is valid for the Carbon - Helium collision system. Near the 4 MeV collision
energy the RTE and NTE probabilities are nearly equal and the measured cross section
seems to be significantly lower than that predicted by summing the various calculations. It
would be interesting to obtain more data in this region to see if there is destructive
interference between RTE, NTE, and TE.

In the case of 152s 3S ions, electron capture into n=2 accompanied by 1s-2p excitation
results in either a 2522p 2P or 2s2p2 2D doubly core excited configuration, The calculated
Auger electron energies for the hypersatelite transitions that result when these ions decay to
either 1s2s 1S or 1s2s 38 are shown in bold print in table 3. A maximum in the production
of the doubly core excited configurations through RTE would be expected at: Exg(?P) =
(Mc/m,) (275.8 eV) = 6.1 MeV and Egtg = (M/m,) (282.4 V) = 6.2 MeV. Inclusive
cross sections for capture into n>3 of 1s2s 3S ions as well as capture into n=2 accompanied
by 1s-2s or 1s-2p excitation (RTE and NTE) are shown in figure 32. An increase in the
data near 6 MeV is seen for all targets and is thought to be due to RTE. The spectra shown
in figure 31a (Helium target) and 31b (Neon target) were measured at a collision energy of
4 MeV. At this collision energy, the probability for production of doubly core excited
configurations through NTE is maximum. For both targets, nearly all of the intensity in
peaks 3 and 4 are due to hypersatelite decays to 152s 1S. The only other likely source of
Auger clectrons at these energies would be from decays of (152s 18)31 or (1s2s 15)4% to
1s2 1S, This is unlikely since those excited configurations are formed by electron capture

into n=3 or n=4 of 1s2s 1S projectiles and we already know that only ~10% of the incident
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metastables are 1s2s 1S. Finally, a propensity for forming 2s22p 2P ions for collisions

with Neon is seen (peaks 2 and 3).
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APPENDIX

PROGRAM REFQOC

CCC

O 0000

CALCULATES DETECTOR POSITION IN REFOCUSING DOUBLE C
PASS

PSPPA FOR GIVEN ELECTRON TRANSITION ENERGY. BEAM ENERGY,
AND OBSERVATION ANGLE. DETERMINES PLATE VOLTAGE FOR
ENERGY ANALYSIS OF ELECTRONS INCLUDING DECELERATION
USING INNER GAS CELL BIAS.

CCC Link with library KINSUB
CCC Subroufines called:

C

AREAD,JREAD,YREAD,RREAD,REG,ELAB, THCM,GAMA,COT,ECM

DIMENSION EPK(16),XSEC(16)
LOGICAL IS1,IS2,1A,IB,IDP,ISP.IPS
INTEGER ZSEED,TSEED

COMMON /CBIG/BIG(512,6),SBIG(20,6),IBIG(4,6)

COMMON /CREG/K,KS,KD,KS1,KS2 KS3,IL

COMMON /CINT/S,ES,CPT,ECPT.IA,ID,IDP,IB

COMMON /CREAL/S1,52,C1,C2,A,XS,YS, W1,W2,D1,D2,PHI(O,PHI,
DPHI, THLO,EQ,E,EC,ECO,EPS

DATA IB,IPS,K,IDP.METH,AMASS/-1,0,3*1,15.99491/
DATA §1,82,C1,C2,A,YS,DS,W1,W2.D1,D2,PHI0O,DPHI, THLO,ECO,ETION
¢/.189,.5669,2%2.,.25,.0945,-1.25,.063,.013,-.75,.0,30.,3.,9.553
c,425.,12.8/
DATAFRAD
¢/.017453293/

XS =0
C=1.961
CN=C
F=1



102

PHRO =PHIO*FRAD
SINPHI = SIN(PHRO0)
COSPHI = COS(PHR()
SINPH2 = SINPHI*SINPHI
COTPHI = COT(PHRO)
SIN2PH = SIN(2*PHRO)
COS2PH = COS(2*PHRO)
COT2PH = COS2PH/SIN2PH

AYS=2*A+YS
111 WRITE(3,1111) AMASS
1111 FORMAT(1X,Ton mass: AMASS =",1pgl5.7,' amu (C)')
CALL RREAD(AMASS)
WRITE(3,1112) EION
1112 FORMAT(1X,'Ion energy: EION ='1pgl5.7,' MeV (C)')
CALL RREAD(EION)
NKIN =1
IF(EION.NE.() NKIN =
EPS = EION*511003.4/AMASS/931.5012
11 WRITE(3,1011) EPS
1011 FORMAT(1X,'Reduced ion energy: EPS =,1pgl5.7," eV (O)'/)
IF(NKIN) GOTO 12
13 WRITE(3,1013) THLO
1013 FORMAT(1X,'Lab observation angle: THLO =',1pg15.7,' deg (C)")

CALL RREAD(THLO)

THRO = THLO*FRAD
SINTHR = SIN(THRO)
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COSTHR = COS(THRO)

WRITE(3,1012) ECO

FORMAT(1X, Projectile frame electron energy: ECO =',1pgl5.7,
¢ (O))

CALL RREAD(ECO)

EO0 = ELAB(ECO,EPS, THRO)

WRITE(3,1014) EO
FORMAT(1X,'LAB electron energy: E0 =',1pgl5.7,' eVY)

WRITE(3,1006) C
FORMAT(1X,'Spectrometer CONSTANT: C = E/V =,1pgl5.7, (C))
CALL RREAD(C)

WRITE(3,1007) F
FORMAT(1X, Deceleration factor: F = E/ED =',1pgl5.7,' (C)")
CALL RREAD(F)

ED = EO/F
VD =EO-ED
VP =ED/C

T = (S1 + S2)/VP
TSIN2P = 2#T*SIN2PH
DO = ED*TSIN2P

Cl1=C
C2=C
CN=C

V1=E0/Cl
V2 =E0/C2-
T =S1/V1 +82/V2
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1008

1030

31
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DO = EO*TSIN2P

WRITE(3,1001) VD
FORMAT(1X, Deceleration bias: VD =", 1pgl5.7," volts')

WRITE(3,1008) ED
FORMAT(1X,Electron energy in analyser: ED =',1pgl5.7, e V")

WRITE(3,1030) VP
FORMAT(1X,'Spectrometer plate voltage: VP =',1pgl5.7,' volisY)

WRITE(3,1002)
CALL YREAD(IDUM)

ZETA =0
IF(NKIN) GOTO 31
IB=-1

ZETA =-IB*GAMA(EO,EPS,THRO)

YF AYS - 2*DO*SINPH2*(COT2PH + ZETA)
XF (AYS - YE)*COTPHI + D0 + X§

RF0 = 2*DO*SINPHI*ZETA

EDYFDE = YF - AYS + DO*SINPH2*ZETA/(1-

SQRT(EPS/E0)*COS(THR())

TANALP = EDYFDEAEDYFDE*COTPHI - D()
ALPHR = ATAN(TANALP)
ALPHA = ALPHR/FRAD

ISTEP = -RF0*8000 + 0.5
DALPH = ALPHA -10.89339
JSTEP = DALPH/.0075 +0.5



WRITE(3,1032) RFO,ISTEP

1032 FORMAT(1X,Refocusing distance RF =,1pgl5.7," inches (C)/

¢ 1x,'Number of steps from home position (TRAN) = ",15/)

WRITE(3,1031) ALPHA,JSTEP

1031 FORMAT({1X,'Angle of focal line =',1pgl5.7,' deg (C)/

40

¢ 1x,'Number of steps from home position (ROT) = ',IS/)

THC = THCM(ECO,EPS,THRO)/FRAD

WRITE(3,1040) THC

1040 FORMAT(1X,Projectile frame emission angle: THC =", 1PG15.7,

c'degh)

WRITE(3,1045)

1045 FORMAT(1X,'CONTINUE? (Y/N)")

50

CALL YREAD(ICON)
IF(1-ICON) GOTO 999

E=EQ

WRITE(3,1049)

1049 FORMAT(//1X,'Compute Projectile frame electron energy ECM'//

¢ 1x,'Tag channel of peak in calibrated data area'/)

WRITE(3,1002)

1002 FORMAT(1x,'[RET to continue]’)

CALL YREAD(IDUM)

WRITE(3,1050) CN

1050 FORMAT(/1X, Input spectrometer constant of tagged channel: C(IN)

¢ =,1pgis.7)
CALL RREAD(CN)

E=CN*VP + VD

105



1051

1060

1065

999

106

WRITE(3,1051) E
FORMAT(1X,Lab electron energy: E =,1pgl5.7, eV (O))
CALL RREAIXE)

ECM = EPS +E - 2*SQRT(E*EPS)*COS(THRO0)

WRITE(3,1060) ECM
FORMAT(1X, Projectile frame energy ECM =',1pg15.7/)

WRITE(3,1065)

FORMAT(1X, MORE ENERGIES? (Y/N)")
CALL YREAD(IDUM)

IF(IDUM) GOTO 50

GOTO 999

END
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